
 

 

Abstract—In order for next generation networks to support 

effective handover procedures, there is a need for defining QoS 

signaling mechanisms that guarantee the provision of point- to- 

point as well as network level QoS. This paper proposes a QoS 

signaling mechanism to be implemented by the Y-Comm 

architecture as a potential 4G framework. The proposed 

mechanism requires certain level of cooperation among 

network elements; therefore, it proposes some functional 

modules/ interfaces to be run on different network entities. As 

showed in the paper, the proposed mechanism could be 

implemented in different scenarios such as initial registration 

and connection, and also in the case of handover. 

 
Index Terms—Network Level of Agreement, Service Level of 

Agreement, Administrative domain, the Y-Comm framework 

 

I. INTRODUCTION 

n multi-technology and multi- operator environment such 

as 4G networks, the mobile terminal (MT) should be able 

to access the service regardless of the access network 

technology. Consequently, huge cooperation among 

different operators is required to enhance user experience. 

To deal with QoS variation of the access networks and for 

an end- to- end provision of QoS, a novel architecture is 

needed to deal with network resources reservation as well as 

enabling an end- to- end QoS signaling.   

The Y-Comm framework as introduced in [1][2] is a 

reference communication framework to support mobility in 

heterogeneous networks, this is referred to as Vertical 

Handover (VH). However, for the Y-Comm procedure to 

fully support (VH) in 4G systems [3], it has to consider the 

diversity of security and QoS among different networks. 

While the security issue has been tackled by the Y-Comm 

Integrated Security Module (ISM) [4][5], there is still a need 

for defining an approach for signaling and providing QoS 

over an heterogeneous environment such as in the 4G 

system.  

The paper is laid out as following: Section 2 gives a brief 

introduction to the Y-Comm communication framework. 

Network architecture is viewed in Section 3 then, a detailed 

view of the network architecture; the used protocols and 

entities structure are given in Section 4. An attempt to map 

 
 

the functionalities of these entities to the Y-Comm layers is 

introduced in Section 5. While in Section 6, different 

practical implementation of the proposed framework such as 

Registration, Connection and inter/ intra administrative 

domain Handover are explained. A conclusion and further 

work is included in Section 7.  

II. THE Y-COMM ARCHITECTURE 

As shown in Fig 1, the Y-Comm architecture uses two 

frameworks. The first is the Peripheral framework which 

deals with operation on the mobile terminal. The second is 

the Core Framework and deals with functions in the core 

network to support different peripheral networks. Both 

frameworks share the two bottom layers: the Hardware 

Platform Layer (HPL) which classifies the wireless 

technologies based on their electro- magnetic spectrum. The 

Network Abstraction Layer (NAL) provides a common 

interface to control different wireless network.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: The complete architecture of Y-Comm  

In addition to the previous two layers, the peripheral 

framework consists of the following layers: The Vertical 

Handover Layer (VHL) triggers the handover by acquiring 

network resources and signaling the handover, it also does 

context transfer and packet redirection after the handover 

[3]. The Policy Management Layer (PML): by considering 

different parameters such as user preference and network 

availability, this layer decides whether to perform a 

handover or not. The End Transport Layer (ETL) provides 

the functions of the Transport and Network layers of the 

TCP/IP module. The QoS Layer (QL) has two interfaces: the 
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first interacts with the applications in the Application 

Environment Layer to specify their required QoS to the 

system. The second interface tries to guarantee and maintain 

network- level QoS over varying access networks. The 

Applications Environment Layer (AEL) defines the 

applications running on the Mobile terminal in the peripheral 

networks. 

The Core framework consists of the following layers:  

The Reconfiguration Layer (REL) is responsible for 

reserving network resources to accommodate the handover. 

The Network Management Layer (NML) manages and 

controls the peripheral networks, attached to the core 

network; it also gathers information on these networks and 

launches it to the Policy Management Layer (PML) on the 

(MT). The Core Transport System (CTS) manages data 

movement in the core network. The Network QoS Layer 

(NQL) this layer is responsible for managing QoS and 

performing load balancing between the attached peripheral 

networks, this layer also monitors the utilization of network 

resources in terms of QoS. It is worth pointing out that, the 

functionalities of the NQL are provided on different entities 

which are distributed over the network. The Service 

Platform Layer (SPL) allows different service providers to 

install and run their services. 

    Fig 1 shows the security module which comprises four 

layers: The Network Architecture Security (NAS) defines 

the threats resulting on moving to a particular network. The 

Network Transport Security (NTS) is used by the end device 

to define its accessibility over the Internet. The QoS Based 

Security (QBS) deals with degrading of QoS due to security 

breaches.  On one hand, it controls the access and utilization 

of network resources and services accordingly to the user 

contract; this contract comprises two agreements: the 

Network Level of Agreement (NLA) which specifies the 

access networks, the user could use along with their 

associated QoS, the Service Level of Agreement (SLA) 

defines the user’s subscribed services with the required QoS. 

The Service And Application Security (SAS) deals with 

authenticating the user to use the terminal and the service.  

Based on the Y-Comm architecture, we might view the 

future Internet as composed of a fast core network with 

attached slower peripheral networks via Core End-Points 

(CEPs) as shown in Fig 2. 

 

 

 

 

 

 

 

 

 

Figure 2: Future Internet structure 

III. NETWORK ARCHITECTURE OVERVIEW 

Fig 2 shows a very simplified view of the Internet 

structure. This section presents a more detailed view of the 

network. As shown in Fig 3, the Core End-Point (CEP) 

represents an Administrative domain(Ad-domain) [6][7], 

connected to one or more domains. Although, each domain 

is technology dependent, cooperation between domains is 

possible and is managed by the Core-end point 

Similarly to [6][8], for scalable support of Security, QoS 

and handover in heterogeneous networks,  different 

operating entities exist in the network such as Domain QoS 

Broker (DQoSB), Core QoS Broker (CQoSB) and A3C 

servers. These entities collaborate and function on both 

network and service management. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: Network Hierarchal structure 

A. Core A3C (CA3C) 

The top level A3C server resides in the administrative 

domain and is responsible for service level management. It 

holds users’ Service Level Agreements (SLA) which 

contains the subscribed services along with the associated 

QoS and Network Level Agreements (NLA) which contain 

the networks- the Operators-, the user can access with the 

corresponding QoS. The NLA is passed to the CQoSB for 

network level management. 

B. Core QoS Broker (CQoSB) 

It plays a major role in managing inter- Administrative 

domains functions as well as negotiating QoS parameters 

with other CQoSBs in the case of cross administrative 

domain connection. CQoSB initially extracts users’ Network 

Level of Agreement (NLA) from the CA3C.  

C. Domain A3C (DA3C) 

The DA3C is responsible for handling users’ service 

aspects [8]. Initially, it extracts users’ profile information 

from the CA3C and uses this information for authorizing the 

users’ requests to access services.  

D. Domain QoS Broker (DQoSB) 

It gets user’s profile information from the CQoSB and 

manages the resources of the attached peripheral networks 

with respect to the user preference and network availability, 

it also makes a per-flow admission control decision. In order 

to support handover, DQoSB uses a Network Intelligent 

Interface Selection (NIIS) module [9][7] for load balancing 

 

 



 

and handover  initiation between peripheral networks. There 

is an obvious resemblance between the QoSB and the 

Visitor Location Register (VLR) of the circuit switching 

systems [15]. 

E. Access Router (AR) 

This is the link between the domain and the peripheral 

networks; it enforces the DQoSB’s admission control 

decision. 

F. Mobile Terminal (MT) 

The MT user’s device, used to access the network and 

request a service. To comply with the heterogeneity of 4G 

systems, the MT should be able to get the subscribed service 

using the best available access network. Therefore, for the 

integration of Handover and QoS, the MT contains mobility 

decision module called Intelligent Interface Selection (IIS) 

[7][9] and a QoS module called QoS Client (QoSC).  

Optionally, some service providers- not shown in Fig 3- 

such as video on- demand providers might reside in the Core 

end-point or the Administrative domain; these providers 

have agreements with the network providers to guarantee the 

required QoS [8]. 

IV. NETWORK STRUCTURE AND ENTITIES 

This section starts by explaining the network elements 

structure; it then defines possible protocols for the 

connection between the elements.    

A. Network entities structure 

In our design, we separate the Service and Network 

management elements. However, for these elements to 

interact using the above protocols, they should contain 

certain interfaces as shown in the figures below. 

 

 

 

 

 

 

    

 

 
Figure 4: The Mobile terminal structure 

 

 

 

 

 

 

 

 
Figure 5: The Access Router structure 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 6: The Domain QoS Broker (DQoSB) structure 

 

 

 

 

 

 

 
 

Figure 7: The Core QoS Broker (CQoSB) structure 

1)     The Mobile Terminal (MT)  has four interfaces: 

QoS Client (QoSC ) talks to the QoS Manager (QoSM) 

of the Access Router, A3C interface enables the client to 

send A3C Registration/ de- registration requests to the 

A3C server; the Intelligent Interface Selection (IIS) to 

choose the best network for a handover based on user 

preference and  network availability, and Media 

Independent Handover Functions (MIHF) which is used 

to control the NICs of the Mobile terminal and perform 

handover based on the IIS module decision. 

2)    The Access Router (AR): comprises five modules: 

QoSM which has two interfaces one with the QoSC and 

the other with the QoSB engine of the DQoSB, A3C 

interface used to talk to the DA3C;  Access Admission 

Enforcement  (AAE) module enforces the decision of the 

Access Admission Decision module (AAD) in the 

DQoSB; Network Monitoring Entity (NME) module 

monitors the utilization of network resources and reports 

this to the Centralized NME (CNME) module of the 

DQoSB, the MIHF module enables the (AR) to manage 

different types of peripheral networks 

3)    The Domain QoS Broker (DQoSB): the DQoSB 

has five modules: the QoSB Engine which makes 

management decisions and  has two interfaces: one with 

the QoSM of the (AR) and the other with the CQoSB in 

the administrative domain, A3C interface to talk to the 

DA3C server in the domain;  NWIIS module to manage 

the ARs and support load balancing, Access Admission 

Decision (AAD) module acts as a proxy for the high 

level AAD (HAAD) in the Core endpoint, and provides 

the AAE with policy- related decisions; the CNME 

module, as proposed in [13] comprises two main sub-

modules: a Merger sub-module which aggregates the 

traces from NMEs and provides a coherent view of the 

traffic status. Analysis engine does a screening for 

network resource utilization and informs other modules 

of any abnormalities. 

4)     The Core QoS Broker (CQoSB) comprises three 

modules: the QoS Engine manages inter-domain 

connection and provides end-2-end QoS across 

 

 

 

 



 

administrative domains, the A3C interface is used for the 

interaction with the CA3C server. 

B. Network protocols 

In the proposed QoS framework, to convey QoS –related 

information, network entities have to interact using a 

common language.  Three different types of protocols are 

needed for the network entities interactions.  

For the connection between the AAE and AAD, there is a 

need for policy information and configuration exchange 

protocol such Common Open Policy Service (COPS) [10]. 

In our architecture, the access router (AR) acts as (AAE), the 

DQoSB acts as AAD and the CQoSB acts as a top level 

AAD. We used the concept of policy for a network level 

access control. However, for authorizing the service level 

request, we propose using an A3C such as DIAMETER 

[6][11] or RADIUS [14] protocols.  

The A3C protocol with its basic structure [11] has no 

QoS- related functions. Therefore, an enhanced version of 

the protocol [12] introduces three QoS- context aware 

entities: Resource Requesting Entity (RRE) which triggers 

the authorization process, Authorizing Entity (AE), an 

A3C server processes the access request and generates a 

permit/ deny decision to the Network Element (NE). The 

(NE) is an intermediate router between the AE and the RRE 

and acts as a client to the AE. Additionally, the extension 

proposes four new messages which are used to request QoS- 

related resource authorization for a given flow and then to 

activate the reserved resources to accommodate the 

connection. In the proposed architecture, the authorization 

process is triggered by the MT, acting as a (RRE) entity. The 

access router (AR) corresponds to an (NE) and the DA3C 

acts as (AE). For the initial request, DA3C contacts the 

CA3C and gets the required information for authorizing the 

request; this information might be cashed for later requests. 

Since the Mobile terminal (MT) deals with different types 

of access networks, it needs a common interface to hide 

these differences.  The IEEE 802.21 protocol introduces the 

Media Independent Handover Functions (MIHF) module [9] 

to manage the resources in the peripheral networks 

regardless of their technologies.  

 

V. THE NETWORK ARCHITECTURE IN THE CONTEXT OF Y-

COMM  

This section shows a possible mapping between the afore-

explained modules and the Y-Comm layers. On one hand, 

while The CQoS module of the MT corresponds to the QoS 

layer in the peripheral framework, the QoSM, QoSB engines 

in the DQoSB and the CQoSB are mapped to the Network 

QoS Layer (NQL) of the core framework. On the other hand, 

the Access Admission- related modules: the AAE, AAD and 

the HAAD which provide access control in two different 

scenarios: controlling the access of the MT to a specific 

network based on the user’s NLA. Also, they might be used 

by the end –point servers to specify the server’s 

accessibility, since server’s NAL defines its visibility i.e. 

locally, in the local network (LAN) or globally over the 

Internet. Such access control mechanisms might be provided 

as a part of the Y-Comm security module.  

The IIS and NWIIS modules correspond to the Policy 

Management layer (PML) on the peripheral framework and 

the Network Management Layer (NML) of the core 

framework respectively. The functionality of the monitoring 

modules (NME, CNME) is provided through the QoS (QL) 

and Network QoS (NQL) layers as well as the security 

module. The MIHF module could be used in the Network 

Abstraction Layers (NAL) to deal with different access 

networks. The A3C interfaces mainly manages the 

interactions with the A3C severs and thus, is considered as a 

part of the security module.  

VI. QOS SESSION SETUP 

The proposed QoS framework deals with three distinct 

scenarios [8]: Initial Registration, Connection initiation and 

Handover. To provide QoS in each of these situations, both 

the service level entities – DA3C and CA3C- and the 

network level elements – AR, DQoSB and CQoSB- interact 

with each other using the COPS, DIAMETER and IEEE 

802.21 protocols. 

A. Registration 

Initially, the user subscribes to a Network Level of 

Agreement (NLA) and Service level of Agreement (SLA), 

containing the user’s access network and the subscribed 

services along with the associated QoS and security 

parameters, this information are shared between the MT and 

the CA3C in the administrative domain. The QoSB engine 

of the CQoSB gets a copy of the NLA. As shown in Fig 8, 

once the (MT) gets an IP address, it should be authenticated 

by the A3C server in order to access the network. After a 

successful authentication, the AAE of the AR asks the AAD 

of the DQoSB for a user- specific Access Decision (AD 

Req). Since it is the first interaction with this user, the 

DQoSB approaches the CQoSB- the HAAD module-  for 

this information, the HAAD extracts user’s profile from the 

QoSB Engine and passes the decision - via (AD Res) 

message- all the way back to the (AR) which configures the 

access policy according to the received profile and sends an 

acknowledgment message (Ack). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 8: The Registration process 

 



 

B. Connection initiation 

In the case of a connection between the MT and a server 

(S), residing in the same Administrative Domain( Ad-

Domain) but in a  different domain- domain1 and domain2-, 

the MT initiates a connection request -with a required QoS 

denoted in the QoS Specification (QoS-Spec) field - to the 

server (S). If the request complies with the network access 

policy configured on the AR of the source domain, an 

Authorization Request (Auth-Req) to access the service with 

the QoS stated in the QoS-Spec is initiated towards the 

DA3C server. If the DA3C holds a copy of the user’s 

profile, it responds with Authorization Response (Auth-Res) 

message; otherwise, it passes the request to the CA3C server 

which holds user’s contract details. In the case of a 

successful authorization, the QoSM of the AR in the source 

domain forwards the access request to the QoSM of the AR 

in the destination domain. This triggers the same request 

authorization process as in the first domain. As shown in Fig 

9, in the case of a successful authorization, resources in the 

destination domain are activated using Resources- 

Activation request/ response messages (Resc-Act. Req / 

Res), L2 resources are allocated IEEE 802.21 messages, and 

then an access response is sent back to the AR in the source 

network. Upon the recipient of a positive access response, 

resources in the source network are activated using (Resc-

Act. Req/Res) messages, these activities in the source 

network were not shown in Fig 9.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 9: Connection initiation 

C. Handover 

This section explains QoS provision in the case of intra 

and inter-administrative domain handover. As shown in Figs 

10 and 11, the MT gets QoS -related information about 

available networks, the IIS module of the MT decides on the 

target network and a Handover request containing the 

desired associated QoS is sent to the QoSM module of the 

AR which passes it all the way to the DQoSB2 via the Core 

end- point. The MT has to be authenticated; also the security 

keys should be launched in the target network before the 

handover really happens. To apply the right access control in 

the new network, the AAD module of the DQoSB2 

approaches the HAAD of the core end- point to get the 

Admission Decision related to the user. After configuring 

the access policy in the target Access Router, it starts L2 

resources reservation using IEEE802.21 messages. A 

successful handover response message is sent back to MT to 

trigger the actual handover.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10, Intra-Administrative domain handover 

In the case of an Inter- Administrative domain handover, 

the old Core-end point (CEP) provides the target CEP with 

the user’s SLA and NLA; thus, the MT’s related information 

becomes available in the target network. The remainder 

steps are very similar to the intra-administrative domain 

handover as shown in Fig 11. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure11. Inter-Administrative domain handover 

VII. CONCLUSION 

Dynamics and heterogeneity are the main distinct features 

of 4G system, and they bring about huge challenges in terms 

of providing Security and QoS. Therefore, any successful 

communication system should be able to effectively tackle 

these two issues. With Y-Comm as a potential framework 

for 4G system, security aspect has been dealt with using an 

Integrated Security module. The proposed architecture in 

this paper might be considered as a potential QoS 

framework for Y-Comm; however, a further experimental 

and analytical study is needed to validate the performance of 

the proposed architecture, and this is next goal of our 

ongoing research.    
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