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ABSTRACT

This thesis describes the research and development of a systematic and consistent
methodology to perform manufacturability analysis of Reinforced Plastic Parts
{RPP). The proposed methodology evaluates the part model in the early stages of
the product development process considering the capabilitics and constraints of

available manufacturing processes, materials and tooling required in standard RPP
production.

Critical Manufacturing Part Fcatures (CMPF) are identified and the relationship
between the model’s geometrical information, the expert’s geometric reasoning,
and the knowledge about the involved manufacturing processes are clarified and
set together in an efficient feature-rule-bascd manufacturability analysis system.

The prototype system named ‘FEBAMAPP’, combines solid modelling (SM),
automatic feature recognition (AFR), object oriented programming (OOP), and a
rule-based system (RBS) in order to assess the manufacturability of the proposed
design. The novelty of this research is based in the use of a Face Vector (FVector)
concept to transform geometrical and topological information of the solid model
mnto a snitable input data to be used in the Neural Network Feature Recognition
System. Further novelty anises from the fact that this is the first attempt to use
neural networks in the recognition of 3-D features in hollow parts including the
presence of fillets along the edges of the part.

The manufacturability evaluation can be performed considering different
combinations of matenals along with different manufacturing processes giving
the designer the opportunity of selecting an appropriate combination for any
specific application. Promising results have been obtained during the test of the
system, where 100 % recognition of trained features with 90% confidence has
been achieved. Also, good results have been obtained in the recognition of non-
trained features such as the Cross-Slot feature, which is recognised as a Slot
feature, After automatic feature recognition, Manufacturability Analysis is
focused on internal and external characteristics of the model’s features, where
potential manufacturing difficulties are identified and feedback in terms of design
suggestions 1s then used to advise the design process and improve the overall
manufacturability of the part. This manufacturability evaluation in terms of
internal and external characteristics of the features has proved to be efficient in
detecting detailed design errors that can be costly in further manufacturing stages
in the product development process.
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NOTATION

A - area supporting the load.

A - adjacency relationship among faces, edges and vertices.
a;(t) - activation of neuron ; in step ¢.

a;(t+1) - activation of neuron ; in step £+1.

Cx - number of convex edges converging into a vertex.

Cc - number of concave edges converging into a vertex.

ES - expcrt systems

Es - Edge score

E, - edge geometry information.

E; - score of the edges converging into a vertex.

faer () - activation function.

F, - face geometric information.

Fg - face geometric score.

Fg - face geometric information.

FGV - face geometric value of the current face being evaluated.

Fs - total face score.

g(...) - function depending on the activation of the neuron and the teaching input.

h(...) - function depending on the output of the preceding neuron and the current
weight of the link.

i - index of a predecessor to the current neuron j with link w;; from i to /.

j - index for some neuron in the network

k - index of a successor to the current neuron j with link wy from j to 4.

m - total number of edges converging into the vertex.

n - number of vertices on the face.

neti(t) - net (total) input in neuronJ in step ¢.

NV - number of vertex in the face under evaluation.

N, - normalised value of the Face Score.

o; - output of the preceding neuron i

0; - the output of neuron ;.

0i(t) - output of neuron i in step .

o0it) - output of neuron; in step ¢

P - load applied.



§ - allowable stress for the matenal.

t; - teaching input, in general the desired output of neuron j.
t - thickness of the part.

Vg - vertex geometry information.

V' - vertex score.

VV - vertex value.

VVi- vertex value of the vertex 1.

w ~ width of the section supporting the load.

wjy - weight of the link from neuron i to neuron .

AWjj - change in the weight of the link from neuron i to neuron j.

8; - error or difference between the real output and the teaching input of nenron ;.

n - Learning-factor constant.

0; - threshold or bias of neuron j



CHAPTER |: INTRODUCTION

Chapter 1

[ INTRODUCTION

1.1 Design for Manufacture

Traditionally, design and manufacturing have been treated as two separate functions
in the product development process, but new desi gn technologies and better
computer resources are opening opportunities to link them. Also, traditional methods
of developing products suffer from a lack of information at the later stages of the
development process where the early decisions have a major influence increasing the

lead-time and impacting on the allocation of the project resources (Ching and Wong,
1999).

Affordability of composite products, though largely associated with cost saving
measures in manufacturing, is significantly influenced by their design (Pochiraju, et
al, 1998). Most of the problems associated with development of reinforced plastics
components could be avoided if the design team is able to make the early decisions
with sufficient consideration of aspects such as available manufacturing processes,

matcrials, tooling and labour.

One of the main goals of Concurrent Engineering (CE) is to reduce the cost incurred
in product development by conceiving design, installation, organisation and control
of production activities as a whole (De Martino and Giannini, 1998). This should be
done in such a way that all decisions to be taken could be evaluated in relation with

each other during the design phase.

Furthermore, detailed information of product concepts is normaily not available at
carly development stages, and thus decisions are made using qualitative information

and judgement, requiring expert knowledge to direct the evaluation ol the proposed
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design alternative (Rosenman, 1993). In traditional practice the product concept
development depends on human experts, such as product designers, tool designers
and manufacturing engineers who are required to have a high standard of specific

knowledge, experience and judgement.

The planning and design functions can be performed very well by Knowledge-
Based Systems (KBS} in the engineering and manufacturing areas of product design
(Ignizio, 1991). Product concept development and evaluation is predominantly
based on the experience of designers, where extensive mathematical analysis is not
often applied since analytical models are not available and calculations are often
limited to those satisfying empirical rules. Consequently, designers are required to

have a high standard of general knowledge and judgement.

Current KBS applications to assess the plastics product design are relatively new
and few in numbers. Research topics for capturing injection moulding part design
features from a Computer Aided Design (CAD) models, advising plastic material

selection, automating the mould design process, etc., have become popular.

It has been recognised that feature-based modelling can bridge the gap between
engineering design and manufacturing (Shah and Rogers, 1988; Shah, 1991; Gadh,
1995; Ling and Narayan, 1996; Vosniakos, 1998; Jha and Gurumoorthy, 2000). All |
these authors have reached the conclusion that the information required by the
different domains involved in new product development processes requires a
common linkage among these domains so the product development cycle can be
reduced. This linkage, in the form of features, can facilitate the automation of the

design to manufacture process.

The process of recognising manufacturing features from a CAD model may consist
in checking a specific set of model’s entities against a pattern or set of rules. This
approach had been used in previous works (Jagirdar, et al, 1995; Chamberlain, et al,
1993; De Martino, et al, 1994; Allada and Anand, 1997), where it had been pointed
out that those manufacturing features are application dependent. Therefore,
manufacturing features for reinforced plastic components must be defined in such a

way that they can support a feature recognition process.



CHAPTER 1: INTRODUCTION 3

The lack of support from CAD and Computer Aided Manufacturing (CAM) in the
reinforced plastics industry is the major motivation of this research. Critieal
Manufacturing Features (CMF) are identified and the relationship between the
model’s geometrical information, the expert’s geometric reasoning, and the
knowledge about the manufacturing processes involved are clarified and set together
to prodnce an efficient manufacturability analysis system, named Feature-Based

Manufacturability Analysis of Plastic Parts (FEBAMAPP).

1.2  Aim of the Research

The Venezuelan National Committee for Research, Science and Technology
(CONICIT) beard has funded this research, with the objective of giving support to
the growing reinforced plastics manufacturing industry in Venezuela. There are
more than 300 companies registered with the Venezuelan Association of Reinforced
Plastics Manufacturers (AVENPLAR) where 85% of them can be considered as
small and medium size manufacturing enterprises (SMMEs). Due to the fact that
usually there 1s a limitation in the technical support, in terms of hardware and
software, in the SMMESs of developing countries, then it is of great importance for

the success of the intended system to be able to run on low performance computers.

Therefore, the aim of this thesis is to develop a feature-based methodology to
perform manufacturability analysis on reinforced plastic components. This is
intended to give support to SMMEs that are dedicated to the manufacture of

reinforced plastics components.

Furthermore, this rescarch aims to demonstrate that a three-layer perceptron Neural
Network (NN) can be trained to perform antomatic three-dimensional (3D) feature

recognition on filleted models of reinforced plastics parts.

1.3 Research Goals

The main goal of this research is to establish a methodology to perform
manufacturabihty analysis of reinforced plastic components by using a hybrid
system including automatic feature recognition and a feature-based assessment of

manufacturability.
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Another goal of the research 1s to develop a technigue to represent geometrical and
topological data of a 3D solid model’s Boundary Represcntation (B-Rep) in such a
way that it facilitates the automatic feature recognition process using an NN system.
An NN system will be trained using a supervised leaming algorithm by prcsenting
the network with sample parts containing relevant features related to the reinforced

plastic manufacturing process.

Additionally, a methodology will be dcvcloped to perform a rule-based
manufacturability analysis by comparing modcl’s featurcs characteristics with a
collected sct of manufacturing and design rules. The intended output of this analysis
is the evaluation of the model in terms of manufacturability of its features and a
series of gidelines for its design regarding charactcristics associated with specific

reinforced plastics manufacturing processes.
1.4 Thesis Structure

The final modular architecture of thc FEBAMAPP system will be used to describe
the sequence of events required to perform the manufacturability analysis of a
proposcd design. The actual architecture of the system is presented in Figure 1,
where a colour code 1s used to identity the different modules in the system as

follows:

Process selection,

. and

The modules perform sequential tasks where the output of a previous module is uscd
as the input of the next module in the proccss. This modular design approach used in
the design of the system allows considering the key aspects of the research in a
separate way but keeping the links between the different areas of knowledge

involves in the development of the system. Furthermore, the modular architecture
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allows an easy way of performing update of each module in the system when it is

required without need of moditying the other modules.

Figure 1. Modular structure of the FEBAMAPP system.

Following the natural flow of information in the system it is possible to ohserve that
the whole process of manufacturability analysis starts with the creation of the SAT
file hased on the information stored in the datahase of the solid modeller used to
create the model of the part. This database contains hasic information regarding the
specifications of the part trom the design point of view, such as dimensions,
tolerances and shapes. Once the SAT tile is created. the || NNRNKGKGGGEEN ot
FEBAMAPP will create the required data structures and will transform the

geometrical and topological data of the model into a series of Face Vectors
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(FVectors) to be used as input in the module of [ N Thc

key aspect of research corresponding to this module is identitied as the eodification
of the solid model information in such a way that it taeilitates further use of this

information in the automatic teature recognition process using an artificial neural

network system.

The _1 module uses the FVectors as input in the ad-hoc

neural network (NN) system, which are in charge of performing the recognition of
the features present in the model. The output of this module is in terms of tag
numbers 1dentifying the main faces of each featurc in the modcl, along with the
other identifying tag numhers of the remaining faces forming the feature. The key
aspect of research corresponding to this module of FEBAMAPP is identified as the
architecture design and training of an appropriate NN suitable to solve the feature

recognition problem of this particular application.

The following step in the process corresponds to the [ S

This module takes as input the tag numhers identifying the faces corresponding to
each feature identified in the model and uses this information to search in the
original SAT file the necessary information required to perform the evaluation of
each feature. The output of this module 1s in terms of dimensions, angles, normal
vectors, radius, ete. all of them are considered as internal and external characteristics
of the feature to be evaluated. The key aspect of research in this module is the
processing of the SAT file in such a way that it allows the comparison of the actoal
dimensions of each face in the features with the dimensions stored in the database of

FEBAMAPP as the target values for the featare cvaluation.

B s chc next module in the system. Options are presented to the

user in terms of resin and reinforcement matcrials available in the system. A
particular selection of materials combination will determine the limitations and
constraints in terms of the manufacturing proeess that can be used in the
manufacture ot the part. Therefore, it is clear that the materials selection drives the
options of available manufacturing processes to perform the manufacturahility
analysis. The main reason supporting this decision is that not all materials are
suitable to be used on all reinforced plastics manufacturing process. Once the

materials are chosen then the options of available manufacturing process for that
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particular combination of materials is presented in the process selection module. The
key aspects of research in these two modules are related to the search for
information regarding matenals and manufacturing process, and their limitations and
capabilities trom the pnint of view of manufacture. This infarmation is of capital
importance in the following module where the individnal evaluation of the features

1s used as the base for the manufacturahility analysis of the model.

he I has
the knowledge database of the system, where all the production rules corresponding
to each feature supported in the system are stored. The secnnd compnnent is the core
of the manufacturability analysis module or inference engine, it is in this component
of the mndule where all comparisons between the actual internal and external
characteristics of the features and the values stored in the knowledge datahase are
carried out. Input to this module is in terms of the aetual features geometry,
materials capabilities and limitations, manufacturing process constraints if there are
any in rclation to the materials to he used, and the information stored in the
knowledge databasc. A binary output is expected in this module where a fcature
could pass or fail the evaluation. Also, information regarding the faces that fail to
pass the evaluation is generated in this module and passed to the report module. The
key aspeet of rescarch identitied in this module is the intcgration between the
different medules and the inference engine of the system. Also the design of the

interface with the user is considered in this module af the system.

Finally, the Jgocimoddull] completes the set of modules in the FEBAMAPP system.
This mndule takes the information given by the manufacturability analysis module
and creates a written report of the analysis including the faces that fail to pass the
analysis and the status of cach variable considered during the analysis. Also, this
module creates a series of SAT tiles where a colour code is used to represent each

face in the modcl and to highlight those faces that f{ail to pass the analysis.

There is a feedback facility built-in the system, which allows the user to step back at
each stage of the analysis and change the parameters being used for the
manufacturability evaluation of the model. The user can change materials and
manufacturing process inside the FEBAMAPP system to try ditferent optinns during

the early design stages of the product development process. Changes in terms of the
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geometry of the model must be carried ont in the solid modeller being used to create
the model, and a new pre-processing of the SAT tile is required before making

further manutacturability analysis of the new mpdel.

The actual structure of the thesis tries to follow the natural sequence of cvents
described previously and the flow of information in the FEBAMAPP system. The

thesis has nine chapters which contents arc described as follows:

o Chapter one presents the aims of this thesis along with the research objectives
and a hrief introduction about the design for manufacture topic. Also, it includes
a description of the thesis structure and the sequence of events follnwed during

the manufacturability analysis of a particular model.

o Chapter two contains a review nf current literature performed as part of this
research, where previous work in the key areas of research identiticd in chapter
one are considered. The main areas considered are expcrt systems, feature
technolngy and feature recognition processes where basics and modern trends in
current research are pointed out. Also, this chapter presents basic information
regarding reinforeed plastic manufacturing process, current approaches of
manutacturability analysis and a brief introduction to neural computing and 1ts

principles.

o Chapter three gives the conceptual framework of this research, where a
computer-based modelling rcpresentation and CAD representational schemes are
discussed. Also, design parameters of reinforced plastic components are
presented as the basis for the manufacturahility analysis system to be developed.

Finally, some principles of manufacturing process sclectinn are presented.

o Chaptcer four presents the basis of the feature recognition process including the
principle concepts of face graph, face score and face vectors along with the
fcatures definition. Furthermore, this chapter also includes dectails of
development and training of the ncural network system wnsed for automatic

feature recognition in reinfarced plastic components.

e Chapter five contains specific information regarding design parameters of the

features being considered in this research. Also, important information about
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capabilitics and limitations of manufacture processes commonly used in the
manufacturing of reinforced plastic parts. This chapter presents the basis tor
developing the rule-based manufacturability analysis system and it includes a
sample of the production rules applicd to the evaluation of the Boss feature. The
full set of the production rules developed. as part of this research, is included as a
separate confidential document in the back pocket of the thesis. This material

should hc detached from any public copy of the thesis.

e Chapter six contains the framework of the manufacturability analysis system and
its implementation details. Also, a sample run of FEBAMAPP is included n this

chapter.

e Chapter seven presents results of the current research, where several sample
parts are used to point out FEBAMAPP capabilities and performance of
rccognition and manufacturability evaluation of the features. This chapter
includes a thorough analysis of the results focusing on three main aspects of the

research: ohject representation, feature recognition and feature evaluation.

e Chapter eight presents the mam conclusions of this research and some suggested
developments or extensions of the present work. Also, some limitations of the

system are pointed out in this chaptcr.

e Then it follows a comprehensive list of references used during the development

of the systcm.

e Finally, thc appendices contain supportive material, which hopefully will help to
illustrate the whole process of manufacturahility analysis including feature

recognition and feature evaluation as it is presented in this thesis.

As part of the research process several research papers werc presented in National
and Intcrnational conferences, Appcndix 5 presents a copy of these papers. Also two
papers were published in recogniscd Journals. The chronologically ordered list of
the technical papers produced as part of this research is as follows:

e Marquez, M., Gill, R., and Whitc, A., 1999, “Application of Neural Networks in

Feature Recognition of Mould Reinforced Plastic Puarts”, Concurrent
Enginecring: Research and Applications, Volume 7, No 2, pp 115 - 122.
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Marquez, M., Gill, R., and White, A., 1999 “Hybrid Text File — Neural
Network Feature Recognition System™. 15" International Conference on
CAD/CAM, Robotics and Factones of the Future. Aguas de Lindoias, Brazil,
Volume 2, section Computer Aided Design, pp CW2 -1 to CW2 -5.

Marquez, M., Gill, R., and White, A., 1999, “Automatic Feature Recognition
on Plastic Components”, Advances In Manofacturing Research  XIII,
Proceedings of the 15™ National Conference on Manufacturing Research,
University of Bath, pp 435 - 439.

Marquez, M., Gill. R.. and White. A., 2000, “FEBAMAPP: Feature-Based
Manufacturability Analysis of Plastics Parts”, 16™ International Conference on
CAD/CAM, Robotics and Factories of the Future, Advanced Manufacturing and
Engineering Centre. The University of West Indies, St. Augustine, Trinidad W.L
pp 394 — 402.

Marquez, M., Gill, R., and White, A., 2000, “4 Hybrid Neural Networks —
Feature Based Manufacturubility Analysis of Mould Reinforced Plustic
Parts”, Journal of Engineering Manufacture, Proceedings of the Institution of
Mechanical Engincers Part B. (This Journal Paper has been accepted for
publication and it is in press at the moment).
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Chapter 2

2 LITERATURE REVIEW

Based on the aims and goals of the research as they were set on the previons chapter,
it 1s possihle to identify a numher of key areas in this research work and it is

intended in this chapter to explore previous work in such areas.

The intended mannfacturability analysis system to be devcloped falls into the field
of expert systems or knowledge-based systems. Therefore, the structure of such
systems and the modemn trends for developing them including knowledge
representation will be explored in the current literature. It had heen determined that
several factors have an important role in snccessfully implementing a new expert
system. Those factors are closely related to prohlem characteristics, developer skill
and domain of expertisc, end-user characteristics, framework characteristics and user

involvement (Guimaraes, et al, 1995).

A second key aspect identified in this research is the feature technology and feature
recognition processes, which will be ontlined in this chapter and modern techniques
will be pointed ont. Since the use of NN technology is intended for the feature
recognition modunle of the proposed manufacturability analysis system, then a

section will be included regarding NN basic concepts and training algorithms.

Finally, it is very important to have a complete understanding of the basic concepts
regarding reinforced plastic mannfacturing process and the current approaches of
manufacturahility analysis. Therefore, information related to the most common
manufacturing process nsed in the SMMEs dedicated to the mannfacture of
reinforced plastics components is included, where important aspects to be

considered duning the manufacturahility analysis are pointed out.
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2.1 Expert Systems

The term Expert System refers to systems. which eomprise at least four elements.
Firstly, a knowledge database of the process to be modelled in the form of ahstraet
knowledge and specific facts. Secondly, an Inference Engine (1E) in charge of
applying abstract knowledge to speeific faets such that the system can reach a
eonclusion. Thirdly, an explanation module, whieh will give the user information
about the process tollowed hy the system to reach the eonclusions. Finally, a vser-
interface to allow the communication between the vser and the system. All four

components interact in order to mimic human expert decision-making.

Expert systems have the immense advantage of providing ready access to specialist
knowledge of the sort, which usually would he only available, it the genuine human
expert were present. They allow non-speeialists to process information and make
decisions that they would not normally be able to. Also allowing uvnlimited
duplication of the real expert and extending the real expert knowledge hy means of

learning proecess.

There are disadvantages to expert systems as well. They take time to develop and
also they can he expensive. Expert systems are also clearly more adapted to eertain
limited ranges of human information. Expert systems are not a nmversal tool that

can he applied to any problem.

211 Knowledge representation

Knowledge representation of a particular domain in an expert system should have
several properties. Firstly, eapacity to represent all kinds of knowledge regnired in
the domain. Secondly, he able to manipulate the structures of knowledge
representation in such a way that new structures can he ohtained and used to
represent new knowledge deducted from the previous one. Thirdly, be able to easily
obtain new information (Rich and Knight, 1994). Unfortunately, there is not a
system able to optimise all those aspects and be applicahle to all kind of knowledge
but there are a wide number of options to represent knowledge. The efficient
operation of an expert system will depend vpon the way in whieh its information is

stored and how it 1s made available to the system user (Hall. 1989).
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Currently there are four main methods of knowledge representation employed.
These are frames, scripts, semantic networks and production rules. They can be nsed

separately or in eombination with one another (Castillo and Alvarez, 1989).

A frame is a table of information on a particular subject. Individual entries on the
table are called slots. Four types of slots may be ineorporated into a frame. One type
simply states a particular piece of information appropriate to the subject. Another
type, a default slot, will contain an inevitable piece of information. A procedural
attachment slot defines a routine or procedure needed to determine further
information for the frame. Finally. a referenee slot links the current frame with
another, which contains relevant further information abount the subject. Reference

slots allow a hierarchy of frames to be constructed. thus building vp a broad

knowledge base.

A seript is very much like a frame, in that it stores detailed and fairly specific
information. Unlike a frame, however, it describes a process rather than speeifie
subjects. Vanations in a seript are ‘tracks’. ‘Roles’ are the principal characters
involved and ‘props’ are objects. ‘Secnes” relate the actual proeess in order. ‘Entry
conditions’ trigger this part of the overall script. ‘Results’ show the final situation

and may match the entry conditions that will trigger another track of the script.

A semantic network is an casily comprehended way of representing information. It
is simply a network of nodes containing related items linked by ares representing
their relationship. 1t seems that semantic networks ean be incorporated in a very
useful way into an expert system and allow sensible decisions to he made.
Nevertheless, one of the major drawbacks of semantic networks is the fact that the

arcs can represent different kinds of relations between nades.

The method most often used for storing information in an expert system is to include
a large set of IF-THEN clauses, known as production rules. These allow sequences
of decisions to be made and logical consequences to be inferred. Each production
rule in a knowledge base implements an autonomouns chunk of expertise that can be
developed and modified independently of other rules. When combined and fed to the
inference engine, the set of rules bebaves synergistically, yielding better results than

that of the sum of the results of the individval rules (Turban, 1998). This particular
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author points out the main aspects to be considered during the creation of the
production rules, the links between ditfcrent segments of knowledge and the

triggering of each set of rules.

Production rules were used in this research because they can be espccially easy to
understand and they can be viewed, in some sense, as a simulation of the cognitive
behaviour of human experts in the field of reinforced plastics. The nse of this
approach will allow development of specific sets of rules for each feature to be
evaluated hy FEBAMAPP system and combining together all sets will improve the

overall evaluation of a proposed model.

2.1.2 The inference engine

The part of the expert system, which does the reasoning, is known as the inference
engine. This draws npon both the stored knowledge and replies from the user of the
system in order to reason its way through to an answer. In a production rule system,

two types of inference can be made, forward chaining, and backward chaining.

In backward chaining, the system begins with the required answer (goal-driven
approach) and then searches through its production rules to seek out what prior
conditions would be required. Again it eventually arrives at a set of nitimate clauses,
which are necessary for the final state, and it seeks to match these against the details
provided by the user. The path of true conditionals, which will he followed hy the
relevant arcs in the network, can hecome very complicated. Nevertheless, the
algorithms employed by the inference engine have to be able to cope with such

complexity.

In forward chaining the inference engine hegins with the information currently
provided by the user (data-driven approach} and draws conclusions, according to the
conditional rules that it knows already. During this process, it may requcst further
details from the user. Eventually, it will arrive at logical consequenccs. which it then
gives as its decision. FEBAMAPP uses forward chaining because it seems to be
more appropriate to the kind of information available to the system and the sequence

of events 10 he carried out during the features evaluation process.
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A problem faced in building expert systems is found in entering all nececssary
information that is required for its decision-making. It is a long and very tedions
process to obtain all of the knowledge required from a human expert. Mistakes can
be made in transferring data from mind to program. Repeated adjustment will be
required to the expert system in order to check that the new rules are behaving as
expected. This will inevitably be very time-consuming (Monostori and Egresits.

1997).

In a more subtle way, many of the vital processes involved in the human expert’s
decision making may not actually be obvious to the person involved. This is
essentially one of the prohlems facing anybody who is trying to code a human
expert’s skills into computer software (Preece, et al, 1997). To overcome this
problem the experts closely worked with the system development team, and a close
supervision of the whole process of production rules creation was maintained at

every stage of the research.

2.2 Feature Technology

CAD systems typically represent the manufactured part as solid models. However,
the CAD database represents the geometry and topology of the part model in terms
of low level product definition, such as surfaces, edges and vertices. The low level
product detinition makes it very difficult to perform Automated Engineering
Analysis (AEA). The power of AEA can be exploited to its fullest extent if the input

from the CAD data is in higher-level form such as 'features'.

Fcature-hased systems have demonstrated some potential in creating interactive
design environments and in automating the gcometric reasoning necessary in

applications such as manufacturability evalbation.

The term ‘feature’ is very context dependent. For the same part model.
manufacturing features, assembly features. finite element modelling fcatures, ctc.,
might not be the same. The term ‘fcature’ can be understood as “a mathematical
function of some topological and/or geometric variables whose values can be
readilv accessed or derived from the solid model of the part” (Prabhakar and
Henderson, 1992). Furthermore. manufacturing related features can be defined.

without restrictions, as “regions of a part with some manufacturing importance”
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(Allada, V. and Anand. S.. 1997). Though the numbers of featurcs in a particular
application are infinite, the good news is that they can be categorised into a finite
number of elasses. As part of this research a definition of main features relevant to
the manufacturing of reinforced plastics components need to be created. This
definition of features should inelude information regarding the geometry of the
teature and the limitations naturally linked to the materials and manufacturing

proeesses to be used in the production of the parts.

A Featurc Based Design System (FBDS) ean be seen as an auxiliary module to an
existing solid modelling system where the part representation can be obtained in one
of three ways. Firstly, the user could interaetively identify the presence of features in
the part model. Secondly, the user can eonstruct the part model using features. This
approach is referred to as feature based modclling or design by features. Thirdly,
features in the part ean be cxtracted automatically, given the part model. This

approach is known as automatie feature reeognition.

In the design hy features approach, information is stored during the design phase of
the part model. The designer ereates the part model using features present in the
feature library. This prevents the need for featurc recognition from the part model.
However, the design by features approach has its own drawbacks. Firstly, all the
possible teatures for any application eannot he stored in the feature library. For this
reason this approach has heen used over a narrowcr application domain, where
features are defined as application-dependent. Secondly, feature validation needs to
be performed each time a new feature is addcd to check if the new feature is
properly placed or if the new feature distorts the validity of cxisting features.
Thirdly, the system calls for expertise on the designer to choose the best set of
features to model the part. Fourthly, design by features is a constraint for the
designer crcativity by restricting him/her to the features present in the feature
hibrary. Nevertheless, parametric design can be used to represent family of features

giving to the designer a wider range ot feature selection.

According to Jha and Gurumoorthy (2000), if the feature representation of the part
has to be realised through feature based modelling, then the user has to construct the

part for each task using the set of features appropriate for the task domain. This
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statement implicates that design by features negates the whole purpose of

introducing the concept of features into the design process.

Sinece both design by features and automatic feature recognition approaches have
their own advantages and disadvantages, it is necessary 1o perform a careful analysis
before deciding which one is more appropriate for any specific application. Some of

the variables that must be considered in this analysis are:

¢ Availability of commereial software,
s Hardware requirements,

e Time for system devclopment,

¢ Designer limitations,

e Training of users, and

e Interaction with other application software.

It is of particular interest in this research to consider the target users and market of
the manufacturability analysis system to be developed as they were mentioned in the
aims of the research. Therefore, commereial software able to run in low performance
personal computers with limited availability of hardware, are considered as the first
option in developing the application. Keeping the system as simple as possible may
help to reduce or minimise the need for training of the system users. Also, a straight
forward interaction between FEBAMAPP and the solid modeller used to ereate the
solid model of the part to he analysed will reduce the training of the user and

facilitate the incorporation of the system in the product development process.
2.3 Feature Recognition Processes

Feature recoghition is a necessary and important component to support the
automation from design to manufacturc. It provides a link between design and
manufacturing-related downstream applications. The main advantage of using
features is that they make it casy to perform manufacturability evaluation early in

the design process (Narang, 1997).

Previous work in feature recognition systems can be classified into human-assisted
feature recognition and automatic feature recognition. In human-assisted feature
recognition systems there is considerable human intervention in all stages of the

recognition process. In automatic feature recognition systems, the recognition and
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¢xtraction stages are completely automated. Automatic feature recognition
algorithms can be further classified into machining-region, rule-based, graph-based,

Constructive Solid Geometry -based and application-based algorithms.

Machining-region recognition typically assumes that milling will do all machining,
and so it is not necessary to know the specifics of a feature, other than its boundaries
corresponding to the final machined surfaces. Most of the work in this area seems to
have been focused on 2-1/2 D milling and the generation of tool paths for numerical

controlled machined processes.

Automatic feature recognition systemns recognise features after the part 1s modelled
with a CAD system. Recognition is made using the geometric and topological
information of the CAD database. Typically, a specific geometry/topology
configuration is searched in the part model to infer the presence of a particular type

of feature. These systems usually have complex algorithms.

The process of feature recognition compnses three major tasks:
¢ Feature definition, in which the rules for recognition are specitfied,
* Feature classification, in which potential features are classified, and

« Feature extraction, in which features are extracted from the solid model, and

stored for further analysis.

This research gives special attention (o application-based automatic feature-
recognition algorithms based on B-Rep representational schemes. Nine approaches
had been identified by Onwubolu (1999}, which include: syntactic pattern principle,
geometric reasoning and pattern matching, gencrate and test, alternating sum of
volume, attributed adjacency graph, differential depth filter, expert systems, hybnd

rule-based/graph based and neural networks.

Kyprianou (1980) applied syntactic pattern principle to recognise the rotational part
features and subsequently classified the parts using group technology (GT) concepts.
Other researchers that later used syntactic pattern recognition concepts for part
feature identification include Choi (1982), and Chuang and Henderson (1990). The

use of syntactic pattern approach was based on a shape grammar that used a
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convex/concave classification of the edges, vertex and loops in the part. Faces were
marked as primary if they contained a concave edge or an inner loop, and primary
faces were ordered on the basis of the number of concave edge sets. An ad-hoc

language was developed for specifying GT schemes and constructing the GT code.

Nnaji et al, (1991), have developed a feature recognition system for recognising
featurcs from sheet-metal parts using a combination of geometric reasoning and
feature pattern matching techniques in two different levels. The first level is
geometric reasoning between feature classifications, which allows determining the
general characteristics of the features, while the second level is pattern matching
based on the feature patterns stored in the system database used to recognise
domain-specific features. The second level of pattern matching has the constraint of
using a ‘testing feature’ graph to match a ‘pattern feature’ graph, which must be
isomorphic to cach other. Two graphs are isomorphic not only when based on the
adjacent relationship of the nodcs, but also when all the information carried in the
nodes and linkages is the same. Matching those graphs and establishing that they are
1somorphic to each other requires resorting to an exhaustive search procedure that ts

highly demanding on the system.

Woo (1984) suggested a method for machining volume extraction using the convex-
hull and difference operator, called the altemating sum of volumes (ASV) method.
The ASV method represents an object by a series of convex objects with alternating
signs for volume addition and volume subtraction. This is an efficient method for

machining components but it is unusable in moulding applications.

Graph-based approach to feature recognition has been employed by several
researchers such as Sakurai and Gossard {1988), Joshi and Chang (1988), Falcidieno
and Giannimi (1989). Usually these approaches use the attributed adjacency graph
(AAG) defined as a set of nodes, arcs and attributes such that for every face in the
model there exists a unique node. For every edge, there exists a unique arc
connecting the faces that share the common edge. Every arc is assigned an attribute

value based on the angle between the faces sharing the edge.

The application of AAG is currently limited to polyhedral features and parts.

Furthermore, since this scheme was not designed to handle specific charactenstics of
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the features there is a tendency to mistake features; for example a straight
rectangular slot and a dovetail slot are treated as the same feature. Extension of the
concepts used in graph-based approach to other types of faces used in solid

modellers, such as cone, sphere, and torus, need further research.

Another variation of graph-based approach is the differential depth filter technique
proposed by Gadh and Prinz (1992) to rcduce the search space for possible presence
of manufacturing features in the model. This basic approach is not able to represent
and recognise ccrtain types of features, especially those features including fillet as

later reported for Gadh and Prinz (1995).

Researchers like Henderson (1984), Kung (1984), Bond and Jain (1988) have used
an expert system approach for manufacturing feature recognition. Herbert et al.
(1990) describes a rule-based feature recognition system named LUMP. It was
developed as a part of the ‘Design to Product’ (DtoP) project. LUMP is a rule-based
system (abont 20 rules) for converting a CSG string from the design stage into a set
of features useful for the machining process planming activity. Once more,
machining manufacturing reasoning cannot be easily transferred into moulding
manufacturing processes. Also, Vandenbrande and Requicha (1990, 1993) used a
Generate and Test sirategy to build a feature recognition system based on production

rules and geometric computations.

Fuh et al, (1992), devised a logic-based system for identifying features such as
holes, counter-bores, pockets, slots, grooves, etc. For example, the rule for

identitying the feature ‘circular groove’ can be written in plain English as follows:

IF
There exist a blind hole and a cylinder,
which are concentric, and
whosc top surfaces lie on the same plane, and
the depth of the hole equals the height of the cylinder, and
the diameter of the cylinder is less than that of the blind hole
THEN

the feature is considered as a ‘circular groove’.
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Lee and Fu (1987) collected the CSG primitives, according to their spatial
relationship of principal axes, to identify the features. The approach is essentially
based on the manipulation of the CSG tree by using a heuristic strategy of node
relocation and umification. Apparently, this technique which is based on the notion
of principal axis of the feature and a scheme of node pairing is independent of the
feature being extracted and unified. Nevertheless, there remains the need of carrying
out an extensive and comprehensive study of a large variety of features to define
each individual feature and to co-ordinate the extraction and unification of multiple
features of several types. Applications of this technique in the field of moulded parts

had not been reported but only on the manufacturing of machined components.

The main drawback of the previous approaches is the fact that they ask for a great
deal of user interaction during the feature extraction process and they are extremely
demanding in the system because the computational time grows exponentially with
the number of features in the model. Furthermore, specific information regarding
geometric information of the feature and its relationship with remaining features in

the part are not easy to get using this verbose style.

Neural Networks (NN) can be applied to feature recognition and trained using
supervised leaming algorithms. This implies that they can be trained to perform
tasks by presenting them with examples rather than specifying the procedure.
Another major advantage of neural networks is that they are relatively robust and, 1f
properly trained, they can perform very well on noisy or incomplete input patterns

{Garrett, et al, 1993).

The first reported neural network approach using a perceptron for recognition of
manufacturing features was proposed by Hwang (1991). The perceptron was a

pattern classifier for only linearly separable patterns, with supervised training.

Prabhakar and Henderson (1992} have demonstrated the application ot neural nets (a
multi-layer perceptron approach) for recognising form features. The net used in this
application consists of five layers, which behaves like a multi-layer perceptron but
only in function and not in training. This means that the network cannot be trained
using learning algorithms such as back-propagation, which are commonly used on

the training of this class of neural nets. This approach uses as input in the learning
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pattern the total number of faces in the object and it is obviously unreasonable to
expect the number of faces on every model to be equal. Another drawback of this
approach is the fact that training is done by interactively defining features by the
user by picking faces from a wire-frame image of the training parts on a computer
screen, which is time consuming and prone to errors. Nevertheless, the system is
capable of recognising some of the complex incomplete features such as ‘hole

through an edge’ and ‘hole through a vertex’.

In a more recent work, Chen and Lee (1998), consider using a neural network
system for two-dimensional feature recognition on sheet metal parts limited to
features with six-edge loops as a maximum. Also, this research assumes that the
thickness of the part is zero assuming that the feature is located in a single plane.
Neither consideration of face characteristics such as convexity and orientation in the

space nor features with more than one edge loop is made.

Onwubolu (1999) proposcs a Back-propagation Neural Network using a face-
complexity-code as input, for the recognition of nine machining manutacturing
features. The face-complexity code is based in the concavity and convexity of the

faces, edges and loops of the model.

In machining application the final shape of the part is achieved by suppressing
material, therefore the most typical application of feature recognition systems on
machined parts is the process planning or sequence of operations required to
manufacture such components. In general each manufacturing feature is associated
with a specific manufacturing process, where some of the features may require one

or more manufacturing process to be machined.

A common aspect of all the previously mentioned NN approaches to feature
recognition, is that they all consider feature recognition of bulked machined
components with sharp edges. One of the aims of the present research is to identify
and to recognise features on husked plastic moulded parts, which made broad use ot
fillets to blend adjacent surfaces in the part. A fillet on a part can be defined as the
surface or surfaces obtained when an edge or a group of edges are rounded.

Furthermore, fillets can be considered as auxiliary features, which play an important
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role in determining the manufacturability of parts manufactured either using close-

mould or open-mounld manufacturing processes.

Recognition of features containing fillet is a difficult task. For the purpose of
simplicity, most feature recognition approaches attempt to extract features from
sharp edge models. Among the approaches used to solve the feature extraction
problem on a filleted model, feature redefinition has been one of the most widely
used. For example, Kumar, et al (1996) simplifies the model by detcrmining all the
fillets in the model and eliminating them. Either extending the planar surfaces
adjacent to the fillet surface or replacing the fillet surface by a planar surface does
elimination of fillets. Once more, these authors concentrate their efforts in simple
cases of fillet surfaces on machining parts and more complex fillet surfaces, such as

sphere, cone and torus are not dealt with.

Curvature region approach is another way to handle features with non-linear
surfaces (Sonthi and Gadh, 1998). In this approach the B-Rep of the model is
transformed to a higher level of representation called the Curvature Region
Representation (CR-Rep). However, direct feature extraction from the model with
fillet surfaces is computationally expensive because it is necessary rebuild the full
model. Also, the algorithm nsed to identify the fillet surfaces nsing this approach is

particularly expensive since a large number of points need to be sampled for each

surface in the model.

The Virtual Edge approach suggested by Zhao, et al, (1999) replaces fillet surfaces
with sharp edges thereby transforming a filleted model to a virtual sharp edge
model. A sharp edge-based feature extraction approach is subsequently used to
extract the sharp edge features. Finally, the sharp edge features are mapped back
onto the filleted model to obtain the exact features with filleted surfaces. This
approach is complex since a primary classification of the features is required based
on the convexity and concavity of the model's edges and surfaces such that the fillet
surfaces are identified. The next step is the construction of the virtual edge and
vertex model, which includes the identified fillet surfaces in the original model.
Then a further classification of the features is required, which uses topological and
geometrical data of the model. Finally, a mapping from the virtual features into the

original fillet model is required.
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A common drawback found in the systems attempting to handle filleted models is
that they are not able to handle spline surfaces, cones with non-uniform radius and
sphere surfaces, which are widely used in the manufacturing of plastics components.
Also, all these systems are developed to run on high performance computers or

power stations, which are not suitable for the target market of this research.

The previous analysis of the different approaches already used for feature
recognition of filleted models and their limitations, suggests that a differcnt

approach is requircd and the applications of NN technology is a promising approach.
2.4 Manufacturing Processes of Reinforced Plastics Components

Recent development in polyester resins and their reinforcing agents have ied to an
increasing number of processing techniques. Initially the main attraction of polyester
resins was their ability to be moulded without pressure where no presses were
required and were therefore less expensive moulds. Due to the limitations of the
contact or hand lay-up technique many developments have been proposed and
adopted over the years. These include low-pressure methods, matched die moulding,
spraying and resin injection, which are associated to modern and continuous

production methods. The various processes can be classified as follows:

e Contact moulding (or wet lay-up process)
e Cold methods
» Heat assisted methods
e Filament winding
¢ Tube manufacture
¢ Spraying (or rove depositing)
e Matched die moulding (or metal die moulding)
¢ Use of pre-forms
» Use of pre-impregnated mats
» Use of tailored fabrics
o Extrusion (or pultrusion}
o Confined flow methods
¢ Vacuum impregnation (or Marco-Vacuum method)

e Pressure impregnation
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¢ Injection methods
s (Casting
» Normal casting (or encapsulation)

* Centrifugal casting.

24.1 Contact moulding

Glass mats are laid on the mould and wetted-out with resin by hand or other means.
Most contact mouldings are made in the cold (room temperature) sometimes
followed by post-curing. There may also be heat assisted contact moulding using
gentle heat to speed up the process. Hand or roller pressure removes any trapped air
while the resin is still wet. Plastics commonly used in this process are epoxies,

polyesters and polyamides.

2.4.2 Spraying

Normally assisted by the use of an air spray gun incorporating a cuiter that chops
continuous roving to a controlled length before being blown into the mould
simultaneously with the resin. Curing possibilities are similar as for contact

moulding. The same resins as for hand lay-up are used on spraying lay-up.

2.43 Matched die moulding

There are two main reasons for developing this process. Firstly, sometimes it is
necessary for both faces of the part to have a good finished surface, which is not
possible using contact moulding or spray lay-up. Secondly, this method increases
speed of production although with a greater investment in equipment and metal
moulds. The real difference in the process is the type of material being moulded.
Pre-forms from mat or roving are common, pre-preg forms can also be used and
tailored fabrics or dough moulding compounds are also available. The process then
becomes much like the compression moulding of any thermosetting plastic.
Recommended plastic materials to be used on this process are alkyds, epoxies,

phenolics, polyesters, polyamides and silicones.

2.44 Low pressure methods

The usual objective of these methods is to obtain good surfaces on both sides of the

part. A single mould is vsed on which wet laying-up is frequently practised and on
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top of this is laid a smooth release film such as Cellophane. A flexible rubber bag is
placed over this and air pressure up to 350 kPa is applied to give a reasonable
moulding and relatively smooth surtace. For this particular process the most popular

materials are epoxies and polyesters.

2.4.5 Continuous methods

In these methods, mat is usually fed in one end of the system, impregnated and
consolidated between the nip of rollers or a die. In automatic methods the material 1s
then cured continuously in oveus. in partially automatic methods, it is cut up and
taken away for batch curing. The material, which might be roving or strand as well
as mat, s frequently pulled through the system and sometimes this process is called
pultrusion. As before, epoxies and polyesters are the most popular materials on

applicatious using this manufacturing process.

2.4.6 Confined flow methods

This term covers those processes where mat is confined between two mould surfaces
and a resin 1s forced into the interstices by various means. One method consists in
applying vacuum between the mould surfaces, which draws in the resin; another is
applying pressure to resin in a pot by means of which it is forced in. This later
process is also known as pressure impregnation and injection. The vacuum method
is frequently called Marco-Vacuum method. Materials recommended for injection

include alkyds, phenolics and silicones.

2.4.7 Casting techniques
Encapsulation may be practised with polyester resins and epoxies, either with or
without fibrous fillers. Centrifugal casting may also be employed where round

objects such as pipes can be formed. The mat is positioned inside a hollow mandrel

and the assembly placed in an oven and rotated.
2.5 Manufacturability Analysis

The actual global marketing conditions of the manufacturing industry are demanding
designers and manutacturers to bring products into market at competitive prices. To

accomplish this goal they need to take the right decisions early in the design process
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where small changes in design account for an impertant portion of the final costs

and are crucial to the success or failure of the product.

Integrating design and manufacturing seems to be an efficient way to reduce the
product development cycle and consequently to achieve significant savings in the
whole process of product development. Manufacturability assessment can be
performed intcractively during or after a preliminary design to make a product
functionally acceptable and compatible with a selected manufacturing process
{Chen, et al, 1995). Nevcrtheless, one of the main problems in performing
manufacturability analysis of a ncw product is the deficiency of integration between

design specifications and manufacturing process capabilities (Shah, et al, 1990).

It is difficult to get many interactions between design and manufacturing, as it is
difficult to turn designers into manufacturing experts, therefore there is a need for
expressing manufacturing expertise cbtained from experts in the field and making it

available in a feature-based manufacturability analysis system.

“Manufacturability” is a relative and subjective term based on the judgement on
whether or not the manufacturing specifications agreed tor the preduct are justified
by its functions, performance and/or quahty. Therefore, manufacturability can be
defined as the quality of a design in terms of manufacturing feasibility and

economics.

A reinforced plastic component is suitable for production if at least one process can
be found so that the product design parameters do not violate any process constraint.
Usually, evaluating manufacturability of a part model is not an easy task, which
mostly involves several interrelated factors such as material properties, shape and
size of the part, and capabilities and limitations of the manufacturing process

required.

Detailed information of the product is not usually available in the early stages of
design, and thus decisions are always made using qualtative information and
designer judgement. As such decisions are not easy to make, expert knowledge is
requited to direct the evaluation. Traditionally, this evaluation relies on human
experts, such as product designers and manufacturing engineers who are required to

have a high standard of specific knowledge and expertise. This evaluation is a long
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and complex process, and since this expertise is not always available in house, then
using expert systems to perform manufacturability analysis is a growing practice in

the industry.

Software tools have had some successes in reducing the barriers between design and
manufacturing. Manufacturability analysis systems are emerging as one of those
tools allowing identification of potential manufacturing problems during the design
phase and providing suggestions to designers on how to eliminate them. Systems
already exist that can assess a design, generate process plans and detect potential

problems in a design. Such systems are surveyed by Gupta, et al, (1997).

Several approaches had been used in manufacturability analysis, but most of them
are intended for production planning of machined metal components. Although
moderately successful, these systems have limitation in the type of geometric data
they can process. Some of them are limited to a 2 1/2 dimensional geometry, while
others deal with turning profiles. A second limtation of existing systems is their
lack of initiative and solving capabilities, where detection of the problem is as far as
most systems will go. Early detection of the problem is valuable, but a tool that
could solve a proportion of the manufacturing problem early in the design stage

would be beneficial.

The agent-driven approach of Jacquel and Salmon (2000) falls in the category of
design by features and utilises a restricted set of form features which constraint the
freedom of design. The system implements four criteria (presence, proximity,
collision and access) related to the manufacturability of milling and drilling process

of prismatic components.

Current KBS applications in solving manufacturing problems of plastic parts are
relatively new and few, besides being mostly focused on plastic injection processes.
Some researchers, however, have started to adopt KBS in capturing injection
moulding part design features from CAD models, advising plastic material selection,
automating the mould design process, developing design for manufacturability in
mould design, etc. PLASSEX (Agrawal and Vasudevan, 1993) was developed to
select plastic materials based on part requirements. IMDA (Borg and MacCallum,

1995) was developed for injection mould design, which requires part design details,
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such as 3-D geometrical profiles and dimensions as compulsory inputs to the

system. Typically, these applications use a rule-based forward-chain method.

One of the primary goals of Concurrent Engineering (CE) is to build intelligent
CAD systems by embedding manufacturing related information into CAD systems.
In such intelligent systems, Design for Manufacture (DFM) is achieved by
performing automated manufacturability analysis. Design errors, such as missing a
comner radius, a high requirement for a surface finish or a wrong draft angle
specification, which can go undetected during design stage, may prove to be costly
during manufacturing stagc. A systematic methodology for manufacturability
-analysis will help in building systems to identify these types of problemé at the
design stage, and provide the designer with the opportunity to repair them.

The main characteristics that differentiate one manufacturability analysis system
from another include the kind of approach used, the measurement of

manufacturability they use, and what level of automation they achieve.

2,51 Manufacturability analysis approaches
Basically there are two differcnt orientations for analysing the manufacturability of a

proposed design, they are direct or rule based approaches and indirect or plan-based

approaches (Gupta, et al, 1997).

Rule based approaches are used to identify infeasible design attributes from direct
inspection of the design dcscription or geometry. This approach is useful in domains
such as near-net shape manutacturing and moulding processes. However, it is less
suitable for machining processes, where interactions among operations during the
manufacturing process can make it difficult to determine the manufacturability of

the design directly from the design description or geometry.

In plan-based approaches the first step is to prepare all possible manufacturing
plans, and then modify sections of the plans in order to reduce their cost. Finally,

choose the most promising plan.

252 Measure of manufacturability

The purpose of having a measurement of the manufacturability is to provide

designers with a tool that allows them to judge the possible manufacturing
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difficulties involved in a proposed design. There are many different scales on which
manufaeturability can be expressed, but they can be classified into binary,

qualitative and time-cost.

Binary measure is the most basic kind of manufacturability rating. It simply reports
whether or not a given set of design attributes 1s manufacturable. It 1s also known as
“Good Practice” rules violation and its main advantage is that makes the designer
aware of deviations from accepted practice. It does not require any cost estimatiotl.
On the other hand, its disadvantages are related to the fact that rules are hard to
collect and represent. Also, it does not provide any comparison between two designs

that “pass” all the rules.

Qualitative measures assign grades to a particular design in terms of its
manufacturability by a certain production process. For example, Ishii (1993) rated
designs as ‘poor’, ‘average’, ‘good’, or ‘excellent’. Sometimes such measures are

hard to interpret and comnpare.

Time-cost measures consider the faet that all manufacturing operations have
measurable time and cost, where the user can use them as a basis for a suitable
manufacturability rating. To some extent designers can use target production time

and cost as a reference point for comparing design options.

2.5.3 Level of automation

This charactenstic involves the interaction between designer and system as well as
the type of information provided to the designer as feedback. Some systems allow
interaction using only a feature library available in the system (e.g. Jakiela and
Papalambros, 1985) while in others it i1s possible to work directly from the solid
model of the design (e.g. Yannoulakis et al, 1994).

Regarding feedback, some of the systems provide redesign suggestions to improve
the actual design. Usually, those are suggestions to change parameters of various
design features (e. g. Schmitz and Desa, 1994), but some systems present redesign

suggestions as complete new objects (e. g. Hayes et al, 1989).
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Since features are application dependent, then approaches to computer-aided

manufacturability analysis are strongly influenced by the type of manufacturing

processes they select to address.
2.6 Introduction to Neural Networks

Connectionism is a current focus of research in a diverse number of disciplines,
among them artificial intelligence, physics, psychology, linguistics, biology and
medicine. Connectionist systems represent a special kind of information processing
which consist of many primitive cells (units, neurons or nodes) working in parallel
and are connected via directed links (connections). The main processing principie of
these ceils 1s the distribution of activation patterns across the links similar to the
basic mechanism of the human brain, where information processing is based on the
transfer of activation from one group of neurons to the next group through synapses.
Artificial Neural Networks (ANN) had been defined as mathematical models, which

represent the biological process of a human brain (Raviwongse and Allada, 1997).

In these connectionist models, knowledge 1s usually distributed throughout the net
and is stored in the structure of the topology and the weights of the links. Therefore,
the net topology, node charactenstics and training or learning rules specify the
parameters of neural network models. The function of a neural network is
determined by these parameters. The training or learning rules determines how the
network will react when an unknown input is presented to it. Figure 2 shows a small

network with three layers of units,

A neuron receives input stimuli from other neurons if they are connected to it or/and
the external world. A neuron can have several inputs but has only one output. This

output, however, can be routed to the input of several other neurons.
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Figure 2. A small network with three layers of units and its weighted
connections.

The output of a neuron depends on the nput signals, weights of connections,
threshold value and activation function, i.e. it computes the weighted sum of its
inputs, subtracts its threshold from the sum and passes the result through its transfer
function. The output of the neuron is the result obtained from the activation

function.

2.6.1 Neurons and its activation functions

A neural network consists of neurons and directed wcighted links between them,
where each neuron receives a net (total) input that is computed from the weighted
outputs of prior neurons with connections leading to this neuron. The network
topology, or the architecture of the net, determines the inputs of each node. The node
characteristics (threshold, transfer function and weights) determine the output of the
node or neuron. The threshold or bias of the neuron determines where the activation
function has its steepest ascent. Learning procedures, like back-propagation, change
the bias of a neuron like a weight during training. The actual information processing
within the units i1s modelled with the activation function and the output function. The
activation function computes a new aetivation from the output of preceding neurons,
usually multiplied by the weights connecting these predecessor neurons with the
current neuron, the old activation of the neuron and its threshold. These functions

may be different for each neuron in the network.
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The general activation formula is:
a . (ttT 1)< net (1), a .(t),6 . 1
JUTNT Sy (ret s, (1,6 ) 0]

Where:

ﬁ,c, () is the activation function,

a;(t+1) is the activation of neuron j in step #+1,
net,(t) is the net (total} input in neuron j in step ¢,
a,(t) is the activation of neuron j in step ¢ and

B; is the threshold or bias of neuron ;.

The result of feeding a signal through two or more layers of linear processing
elements are not different from what can be obtained using a single layer net.
Therefore, a non-linear activation function i1s required in order to achieve the
advantages of multi-layer nets compared with the limited capabilities of single-layer
nets. The activation function {f,;} used in this research is known as logistic sigmoid
function, which computes the network input simply by summing over all weighted
activation coming from preceding neurons and then squashing the result with the

following logistic function:

(x) = 1 2]

(1+e” %)

f

act

The new activation at time (¢ + 1) lies in the range [0,1]). The logistic sigmoid
function can be scaled to have any range of values that is appropriate for a given
problem, but the most common range is from —1 to 1, which is called bi-polar

sigmoid, or between 0 and |, which is called uni-polar sigmoid (Fausett, 1994).

The net input nef;(t) is computed with:

net j(t)=Zz_wijOz.(f) {3
Where:

0:(t) is the output of neuron i in step ¢,

/ is the index for some neuron in the network,
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1 1s the index of some predecessor neuron of neuron j,

w; is the weight of the link from neuren i to neuron j, and

This yields the well-known logistic activation function as shown in the following

formula (Diamantaras and Kung, 1996).

1
—(Sw,0,(0-0) [4]

aj(t+1) =

1+ e

The output function {fo,) computes the ontput of every neuron from the current

activation of this neuron. The output function is in most cases the identity function
and 1t makes possible to process the activation before an output occurs. The general

formula is:
o,;(t) < fout (a;(t) (3]

Where;

OJ-(O is the output of neuron J in step ¢, and

Jj 18 the index for all neurons in the network.

To compute the new activation values of the neurons, the simulator has to visit all of
them in some sequential order. The update mode used in this research is known as
topological order, which is an asynchronous mode. Using this update mode the
kemel of the simulator sorts the neurons by their topology. This order corresponds to
the natural propagation of activity from input to output. In pure feed-forward
networks, such as the one used in this research, the input activation reaches the
output especially fast with this update mode, because many neurons already have

their final ontput which does not change later (Zell, et. al, 1994).

2.6.2 Learning in neural network

An important characteristic of ncural networks that make newral ncts preferable to
other systems is its ability to tolerate ‘noise” in the input data. The second
charactenstic, which lends them a degree of superiority over other systems, is their
ability to learn by examples, (Wang and Mendel, 1992). Some types of neural nets

can be trained to perform recognition tasks by repeatedly presenting input patterns to
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the net. The net adapts its weights as a function of its inputs, the computed result and
the desired result, if one is provided. This process is called learning. 1f the desired
output is given to the net, the learning is supervised. If not, the learning is

unsupcrvised.

An important focus of neural network research is the question ot how to adjust the
weights of the links to get the desired system behaviour. This modification is very
often based on the Hebbian rule, which states that a link between two neurons is

strengthened if both neurons are active at the same time. The Hebbian rule n its

general form is:

Aw, = g(a (), t;)h(o, (1), w, 6]

Where;

g( ) 1s the function depending on the activation of the neuron and the
teaching input,

a,(1) is the activation of neuron j in step ¢,

¢; 1s the teaching input or desired output of neuron j,

h( ) is a function depending on the output of the preceding neuron and the
current weight of the link from neuron / to neuron j,

0,(1) is the output of neuron j in step ¢, and

w;; is the weight of the link from neuron i to neuron /.

Training a feed-forward neural network with the supervised learning algorithm

consists of the following procedure:

e An input pattern is presented to the network. The input i1s then propagated
forward in the net until activation reaches the output layer. This is called forward

propagation phase.

* The output of the output layer is then compared with the teaching input. The
error, i.€. the difference (delta) §; between the output o; and the teaching input ¢
ofa target output neuron j, is then used together with the output o; of the source
neuron i to compute the necessary changes of the link wj. To compute the deltas

of inner neurons (hidden layer), for which no teaching input is available, the
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deltas of the following layer, which are already computed, are used in a formula
given below. In this way the errors (deltas) are propagated backward, so this

phase is called backward propagation phase.

The most popular leaming algorithm, which works in the manner descnbed, is
currently called back-propagation. In the back-propagation learning algorithm online
training is usually significantly faster than batch training, especially in the case of
large training sets with many similar training examples. In batch training methods
the data X are collected and processed in a batch. Because of storage considerations
batch methods are preferred when relatively few data are to be processed relatively
few times, otherwise the computational requirements become extremely high.
Online training also called adaptive methods is preferred when arbitrarily long or
infinite sets of data are to be processed. Such methods require less memory for data
storage, since intermediate matrices arc not explicitly formed. In addition, adaptive
methods with constant learning parameters, or learning parameters that do not tend
to 0 when the number of neurones tend to be infinite, can track gradual changes in

the optimal solution rather inexpensively compared to batch methods.

The back-propagation weight update rule, also called generalised delta-rule reads as

follows:
Aw, =70, o, (71

& ;= f,(net ;}t, —0,) if newon j is an output  neuron

d ;= fj'(net J)Z O, w, if newron jis a hidden neuron
%

Where;
AWjis the change in the weight of the link from neuron i to neuron J,
1 18 the learning-factor which is a constant for each net,

SJ- is the error or difference between the real output and the teaching input of
neuron J,
0; is the output of neuron j, and

0; is the output of neuron i.
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One of the major advantages of neural networks is their ability to generalise. This
means that a trained network could classify data from the same class as the learning
data that it has never seen before. 1In real world applications developers normally
have only a small part of all possible pattems for the generation of a neural net. To

rcach the best generalisation, the data set should be split into three parts:

e The training set 1s used to train a ncural network. The error of this data set is

mimmised during training.

» The validation set is used to determine the performance of a neural network

on patterns that are not trained during learning.

* A test set for finally checking the over all performance of a neural network.

26.3 Feature recognition using a neural network
The worthiness of a network lies in its inference or generalisation capabilities over
unknown test cases. Connectionist learning procedures are suitable in domains with

several graded features that collectively contribute to the solution of a problem.

To be useful in a neural net-based application, the definition of a feature must be in
terms of some specific parameters or entities, which can be used as inputs to a net
(Looney, 1993). As it was previously mentioned, a feature is a mathematical
function of some topelogical and/or gecometric variables. Topological variables
include rclationships between faces such as face adjacencies, common edge
convexities, number of intemal loops, ctc. Geometric variables are related to
dimensions, folerances, vertex position, etc. Those parameters have to be available
for extraction from the solid model database of the part on which feature recognition
1s being performed. The rcason for such a restriction is that the neurons of a network
perform very simple arithmetic operations only, and do not perform any logic

operations explicitly.

According to Prabhakar and Henderson (1991), the major steps to be carried out in

applying this technique for solving the feature-recognition problem can be seen as

follows:
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e Code the solid model in terms of certain essential parameters and
characteristics according to the feature definition and using the geometric

and topological characteristics of the solid model.

¢ Construct a suitable part representation such that it can be used as input in

the neural network. Let's say, as matrix or vectors.

» Construct the networks, one for each feature type, and train the network for

feature recognition.
¢ Feed the network, and
¢ Verify the learning process.

It is difficult to classify feature recognition methods into a clean taxonomy, because
there 1s considerable overlap between the various techniques already being used,
such as matching, entity growing and volume decomposition. An advantage of the
feature recognition using neural network approach js that it can be application-
specific, therefore, it allows for developing of our own recognition program for a

reinforced plastics application.

It may be mentioned that human reasoning is somewhat fuzzy in nature. The utility
of fuzzy sets lie in their ability to model the uncertain or ambiguous data so often
encountered in real life. Hence, to enable a system to tackle real-life situations in a
manner more like humans, one may incorporate the concept of fuzzy sets into neural

network (Sankar and Sushmita, 1992).

2.6.4 Neural network architecture
Development of a successtul pattern recognition system using neural networks

requitcs a combination of careful research and planning, educated guesswork and

outright trial-and-error approach.

The preferred network for most pattern recognition, a signal processing and similar
applications is a multi-layered feed-forward network called a back-propagation
network. Back-propagation 1s probably the best approach to use if the input array is
reasonably small and if the patterns to be learned do not vary greatly in their size or

position in the input array (Rumelhart et al, 1986).
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Limitations of the back-propagation network include a long training time for large
networks, a propensity not to train at all due to local minima in the error surface and
limited ability to deal with input patterns that are not transiational, rotational, and
size invariant (Waibel et al, 1989). However, with proper conditions of the inputs,
and by using recent improvements to the back propagation algorithm, these

limitations can be overcome.

The main questions in designing the architecture and then training a multi-layer

perceptron are listed below:
1. How many layers of neurens should be used?
2. How many input nodes should be used?
3. How many neurons should be used in the hidden layers?
4. How many neurons should be used in the output layer?
5. What should be the identifier vectors?
6. How to train the network?

7. How can we -test to determine whether or not the network is properly

trained?
8. How can we improve the teaming process?
9. What should be the range of the weights?
10. What should be the range of the network inputs and outputs values?

Answers to these questions can be found in previous work developed by several
authors. A résumé of practical approaches to answer each one of these questions is

presented below.

Homik (Homik, et al, 1989) states that a hidden layer and an output of layer of

neurons are sufficient, provided that there are enough neurons in the hidden layer.

The number N of input nodes must be the number N of features in the characteristic

vectors, so that once a set of characteristics is chosen, their number N is fixed.
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Answer to question number three is difticult. The number M of middle neurons is
related to the number of linearly separable subclasses among the classes. Some
authors discuss the number M of hidden neurons required (i.e. Huang and Huang,
1991, Kung and Hwang, 1988), others analyse the number Q of-samples required
(i.e. Mehrotra et al, 1991). But the truth is that there is a relationship between Q and
M that determines whether or not a unique global sum-squared error solution exists,
which suggest the following guideline: use M = 2K for a small number K of classes

(2 < K <8) (Looney, 1996).

Answer to question four gives the number J of output neurons, which depends on the
resolution required (the number K of classes) and gives the representation-encoding
scheme to be used. It is possible to take J = logaK (from K = 2’), which permits 2’
combinations of high and low (1 and 0) outputs of the J components (Hilera and

Martinez, 1995).

With respect to question number five; the requirement here is to design a set of
identifiers to be paired with the input characteristic vector. Any output must be in
the range of the activation function [0,1] (uni-polar) and [-1,1] (bi-polar). The design
goal is to separate the input vectors without error, therefore identifier vectors should
build to be as different as possible from each other (Pattern Recognition, pr.htmi at

cs-alb-pc3.massey.ac.nz, 1998).

There arc multiple algorithms that can be used to train the network, so it is not
possible to give a single answer to question number six. Some trial-and-crror
approaches may be required to find out which is the best algorithm for the current
application and data set. It was decided to use standard back-propagation as the
training function under supervised leaming for the devclopment of the present

application,

Answer to question number seven involves using a training subset of the sample of
exemplar pairs and two other disjointed test subsets that are to be used for validation
and venfication but not for training. Regarding that there are sufficiently many
exemplars, we may select 25% of them at random to save for validation, another
15% to serve as final verification, and use the remaining for training as suggested by

Lankalapalli (Lankalapalli, et al, 1997).
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Answers to the remaining questions, eight to ten, are bound. Again, some trial-and-
error approach may help to determine the best learning rate for particular network
architectures. According to Looney’s report, values for the rate of learning ranging
from 0.2 to 0.3 are shown to be very effective in different applications (Looney,
1996). Regarding the range of weights, it is recommended that they must be kept
between —1 and 1, because the inputs and outputs do not exceed | in magnitude and

the activation functions squash the summed values to within unit magnitude.

There are many tools available in thc market for the creation and development of
artificial neural networks, such as Neural Networks, Mathlab Neural Network
Toolbox, the Stuttgart Neural Network Simulator (SNNS), and others. SNNS
software from the University of Stuttgart in Germany was used for the construction
and training of the neural network to be used in this research. The main reasons for
choosing this application are its flexibility and the famiharity of the user with this
system. SNNS allows using a diversity of network architectures and several
activation functions during the development of a particular network application.
Furthermore, SNNS is a Windows 95 application, which is compatible with the
requirements of the current application in terms of using low performance

computers.
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Chapter 3

3 CONCEPTUAL FRAMEWORK OF THE RESEARCH

This chapter will present the basic concepts used for the development of the
FEBAMAPP system as presented in Figure 1. Firstly, those concepts regarding the
CAD representational scheme and the structure of the file used as the input to the
system. Secondly, the concepts involved in the design of reinforced plastics
components, which will consider the limitations and capabilities of the materials and
processes. Finally, it will be considered those concepts regarding the selection of

manufacturing process.
3.1 CAD Representational Schemes

The use of a single representation of a component geometry in three-dimensional (3-
D) space is the basis for downstream applications that involve interrogating the
model to extract information for analysis and manufacture. The methods that have
been developed for 3-D modelling involve the representation of geometry as a
collection of lines and other curves (wire-frame), or of surfaces, or of solids in

space.

The wire-frame scheme is relatively straightforward to use, and it is the most
econormical in terms of computer time and memory requirements, but it exhibits a

number of senous deficiencies when used to model engineenng objects. These

include:
* Ambiguity in representation, and possible nonsense objects.

e Deficiencies in pictoral representation where silhouette edges of cylindrical

objects may not normally be generated.

e Limited ability to calculate mechanical properties, or geometric intersections.
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o Wire-frame geometry is of limited value as a basis for manufacture or other

kind of analysis.

Many of the ambiguities of wire-frame models are overcome by using surface
modelling. These are often constructed using a series of geometnic entities, with
each surface forming a single entity. Unfortunately, in surface models there is not
information about connections between the different surfaces of the model, nor

about which part of the model is solid.

Wire-frame and surface models are a satisfactory representation of the objects for
many engineering purposes, but the increasing application of computers to
engineering analysis, or to the generation of manufacturing information, means that

an ideal representation should be as complete as possible.

Representation of solid models has been the subject of research over the last twenty
years or so, and continues to be a major theme for study, as the objectives have by
no means been achieved. Many methods have been proposed for solid modelling, of
which none yet meets all the requirements in full, but two have been partially
successful, and have come to dominate the development of practical and commercial
systems. These are the Boundary Representation (B-Rep) and the Constructive Solid
Geometry (CSG).

As an example, the feature recognition systems developed by Joshi and Chang
(1990), Prabhakar and Henderson (1992), and Laakko and Mantylla (1993) are
based on B-Rep scheme. The feature recognition systems developed by Lee and Fu
(1987), Kim and Roe (1992). are based on a CSG representational scheme.
Yamaguchi et al. (1984} used an octree approach to determine the rough machining
paths. Allada and Anand (1992) have identified the various manufacturing
applications of octree/quadtree models and discussed the suitability of a hybrid

octrec/B-Rep structure over the hybrid B-Rep/CSG structure for feature-based

design appiications.
3.1.1  Boundary Representation (B-Rep)

The most common CAD representational scheme for feature recognition systems is

B-Rep for the following reasons:
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¢ (Contains information in an ‘evaluated’ form, meaning that the information

regarding geometry and topology of the part is ready to use if further

analysis is required.

¢ The information present in B-Rep is independent of the designer’s creation

sequence of the part model.

» B-Rep scheme of a part model is ‘unique’.

When information is added about conncctivity relationship between surfaces and, in

addition, the solid side of any surface in the model is identified, then this forms the

elements of the B-Rep scheme. In a B-Rep, there are three components of a surface,

named face, edge and vertex.
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Figure 3. Structure of a B-Rep scheme of a solid object.
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The information associated with the surface compeonents consists of relationships
between adjacent components, dimensions and location of them. There are three
types of geometric entities and nine classes of topological relationship (Choi et al.
1984). However, it 1s not necessary to store all the geometric definitions and
topological relationships since some can be derived from others. In general, the
question of which kind of information should be stored depends on the application

purposes. Figure 3 shows the scheme corresponding to a B-Rep model.

Real systems also include methods for checking the topological consistency of
models such as extra or missing surfaces or connections. Topological consistency is
in part achteved by using a data structure in which faces or surfaces are linked {with
the appropriated adjacency relationships) with their bounding edges, which are in

turn linked to their bounding vertices in a uniform structure.

Boundary models store information about the faces and edges of a model explicitly
in what is known as an evaluated form. This allows that on certain applications,
information of the model can be extracted directly from the data structure. A
disadvantage of this representation is that the amount of data stored is relatively

large, and therefore B-Rep models tend to require large data files.
3.1.2 Constructive Solid Geometry (CSG)

In this method, the models are constructed as a combination of simple solid
primitives, such as cubss, cylinders, spheres, cones and the like. The resulting
models are ofien compact, but may be stored in an unevaluated form in which the
edges and faces that result from the combination of the primitives has to be
computed when required with the attendant performance penalty (McMahon and

Browne, 1993).

At first glance, one might find the CSG scheme to be better suited for automatic
feature recognition systems. However, the CSG representational scheme has many
proeblems for the automatic feature recognition applications. The CSG tree contains
information in an ‘unevaluated’ form, i.e. the geometry and topology of the part is
not readily available. In addition, the CSG trec representation is ‘non-unique’, which
means that a part can be constructed using several different ways and each one of

them will have a different database structure for the same object.
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The method of constructing CSG models is such that quite complex shapes may be
developed relatively quickly, but only within the limitations of the set of primitives
available within the system. Many features found on engineering components such
as fillet blends, or draft to allow the component to be withdrawn from the mould or
die, may be difficult or time-consuming to produce using CSG techniques. Besides,
CSG in general is not a unique representation of an object and that represents a
major obstacle to be used on automatic feature recognition and manufacturability

analysis applications.

3.1.3 Dual representation

The different techniques used in CSG and B-rep modelling present distinct
advantages and disadvantages. CSG models tend to be more robust, let's say they are
less inclined to numerical or computational errors or limitations, and have
advantages where a membership test is required. B-rep models tend to offer
improved performance in display generation, and more flexibility in the forms that
may be modelled. From the previous rationale some systems have until recently

been hybrids of the two techniques.

There is also an increasing tendency for commercial modelling systems to combine
solid modelling techniques with surface and wire-frame representation in a more or
less unified framework, from which the user may choose the most appropriated

technique for a given problem.

3.1.4 Octree and quadiree models

Octree models are volumetric models that provide a hierarchical decomposition of
the space of interest. The object of interest is enclosed in a cube known as the root
node of the octree. 1f any node is completely occupied it 1s labelled as a black node,
if the node is completely empty it is labelied as a white node. White and black nodes
are terminal leaf nodes and are not divided any further. If a node is partially
occupied it 1s labelled as a grey node and is recursively subdivided into eight octants
until a black or white terminal node 1s found. Since it is cumbersome to represent an
octree in a tree format, linear octree representations have been proposed. Most linear

structures denote the path address of the white or the black nodes.
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The two dimensional version of the octree is known as quadtree. For a quadtree the
objeet lies within a 2n x 2n region, where n is the resolution parameter. The two
dimensional space of interest is broken up into quadrants which are labelled blaek,

white or grey.

Some of the advantages of octree and quadtree models include ease of boolean set
operations, eomputation of veolume and mass properties, and ecase of object
rendering. One of the drawbaceks 1s their lack of aceuracy in modelling objects. Since

hierarchical eubes or squares represent the objeets, exact representation of the

boundary is not possible.
3.2 Design Characteristics of Reinforeed Plastic Components

Characterising the manufacturing proeesses for design requires an understanding of
the influence and interactions of design and proecess variables on the final quality of
the part being designed. The vanables to consider are often properties of the
materials selected, of the geometry of the part, of the equipment and toeoling and of
the manufaeturing environment conditions. Under these particular set of eonditions,
a primary problem to be solved in developing a KBS of manufacturability analysis is
to provide manufacturing knowledge to the designer in a useful form (Padfnanabhan

and Finger, 1995).

Design of a reinforeed plastic (RP) produet can be eonsidered from two different
peints of view. First, eustomers require a produet of functional and aesthetic value
and prefer freedom in design shape. Second, the manufacturer who will make the
object has to consicer design from the manufacturing point of view regarding
materials, tools, processes, produetion rates, and some other factors which affect

produet quality and eosts.

The design of successful plastic products requires a lot of judgement based on
experience, and it is very ditfieult, even for the most experienced designer to be
capable of developing a new produet all by themselves. Certainly those designers
who are new to the reinforeed plastic field, or plastics in general, must take
advantage of the experience, judgement and knowledge of others who work

eonstantly with some aspeets of the plastie produet development field.
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There are at least three major fields of expertise involved in the development of RP
components. Those fields are usually known as product design, materials
development or materials selection and manufacturing engineering. The team these
parties constitute is often informal and individuals may be employed by different
organisations or they may be in the same company. A relationship between each
other and the product is absolutely necessary in pursuing the development of a

successful new RP product (AVENPLAR, 1996).

Most of the time, getting this team together to work on a specific project is a real
problem and expert systems (ES) are in fact helping to overcome these difficulties.
Among the advantages of using ES are the facts that they make available expertise
otherwise not available in plant. They also make available different techniques,
matenal’s data, and further information regarding product, materials and processes,
therefore making it easier to support the designers’ work all the way in a new

product devclopment process.

There are some design recommendations that are particular for each manufacturing
process, but also there are some general points that should be considered at design
stage for any particular RP component. The following list includes the most
important design considerations of reinforced plastic’ parts (Marquez and Criollo,
1997):

e Magnitude and duration of forces to be applied to the component.

» Seek for high concentration of forces.

e Aim for the simplest shape and form.

e Keep wall thickness as uniform as possible, and avoid drastic changes on it.

e Choose wall thickness appropriate to the process and type of material to be
used.

* Avoid internal and external undercuts, as they are high-cost features.

e Use appropriate draft angles on walls, pockets, ribs and bosses.

* Use appropriatc radii in all edges and corners.

* Avoid the use of large flat areas.

¢ Choose holes and pockets of suitable dimensions and location.

» Provide inserts with proper anchorage and proper location.

* Allow clearances for easy tool-reach.
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e Keep tolerances as large as possible.

e Keep in mind any manufacturing process limitations.

As 1t can be seen, there are several variables to be considered during the design stage
of a RP component, the most important being wall thickness, fillets, draft angles,
shrinkage, holes, tool-gap, and inserts. The manutacturability analysis proposed in
this research will give special attention to those variables, keeping in mind the most

popular RP manufacturing process.

3.21 Wall thickness

The wall thickness 1s obviously an important factor in designing RP products and
should be considered carefully. Thickness will not only depend on composition ratio
(resin/reinforcement) of the reinforced product but also on the shape, strength and

some other required design factors.

The main reason designers are tempted to increase wall thickness is to try to
improve the component’s strength and sometimes they forget that there are different
approaches to solve this problem. The first way of increasing rigidity and strength of
thin-walled objects is to corrugate the surface as it is extensively used in metal-sheet
work. The second method is to introduce mibs at various points and the third is to
increase the thickness at any desired point. But all of those methods have some

design considerations that must be analysed before choosing between them.

In any case it 1s recommended that the thickness of a component be calculated on the

basis of the maximum load # should support according to the following equations.

S=P/A (8]
A=t*w [9]
t=P/{(§xw) (10

Where;

S ts the allowable stress for the matenal,
P is the actual load applied,

A is the area supporting the load,

¢ 15 thickness of the part, and



CHAPTER 4: FEATURE RECOGNITION 50

w is the width of the section supporting the load.

In general, plastic components should be designed to have uniform wall thickness
and a choice of a nominal value is a compromise, which depends on the plastic
material, the reinforcement conditions and the manufacturing process to be used. In
many designed parts, one or more structural requirements are mandatory and have,

as a result, a profound implication on the wall thickness of the component.

Useful factors of safety recommended when designing with RP are given in Table 1.

Table 1. Recommended factors of safety.

LOAD TYPE SAFETY FACTOR
Static short term loads 2
Static long term loads 4
Variable loads 4
Repeated loads 5
Fatigue or reversing loads 5
Impact loads 10

Source: Reinforced Plastics Handbook.
John Murphy. 1994.
Proper distribution of stress and most effective use of material can be achieved by
adjustment of the slope, contours, and shape of the part. Attention should be given to
those aspects before thinking about increasing the wall thickness of the part. Indeed,
adjustments of wall thickness as a means of coping with such problems is often not
feasible for manufacturing and costs reasons, because heavy sections cannot be

properly moulded and alse require farger moulding and curing times.

The designer must also consider the implications of the manufacturing process on
the choice of appropriate part wall thickness, and since the manufacturing process
depends on the material to be used, then wall thickness will depend, besides the
stresses, mainly in the chosen material. Table 2, contains suggested wall thickness

for the most popular plastics used in RP manufacturing processes.
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Table 2. Suggested wall thickness for fibre reinforced plastics.

Minimum thicknass Average thicknass Maximum thickness
Thermosetting {inches) (mm) (inches) {mm) {inches)} {mm)
materials

Alkyd 0.040 1.000 0.125 320 0.500 12.70

Epoxy glass 0.030 0.750 0.125 3.20 1.000 2540
Phenolic 0.030 0.750 0.093 2.35 0.750 19.00
Silicon glass 0.050 1.250 0.125 3.20 0.250 6.35
Polyestar 0.040 1.000 0.070 1.80 1.000 25,40
Thermoplastic (inches) (mm) (inches} {mmj} (inches) {mm)
materials (*}

ABS 0.030 0.750 0.090 230 0.125 320
Nyions 0.015 0.375 0.062 1.60 * 0.125 320
Acetal 0.015 0.375 0.062 1.80 0.125 320

Polyethylena 0.035 0.885 2.062 1.60 0250 6.35
Folypropylene 0.025 0.635 0.080 2.05 0._300 7.60
Polystyrene 0.030 0.750 0.062 1.60 0.250 6.35
PVC 0.040 1.000 0.093 235 0.375 9.50
Polyurethane 0.025 0.635 0.500 1270 1.500 38.06

{*} Mostly used for injection process.
Source: Design and Manufaclure of Plastic Parts.
R.L.E. Brown. 1980,

3.22 Fillets

The use of adequate radii reduces stress concentration and results in stronger
moulded products. Sharp edges should be avoided wherever possible. Not only are
they a source of weakness, but they do not mould very well in the sense that rounded
corners permit more uniform, unstressed flow of the plastic into moulds. Suggested

minimum radii for some of the RP processes available are given in Table 3.

Some other authors recommend radii as a function of the thickness (T) of the part. A
minimum of 1/3 of T, but interior radii less than 4 mm will not be recommended for
most processes and materials. Preferred interor radii are 2 T, and equal wall
thickness should be maintained between the inside and outside of the part at the

corner scction.
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Table 3. Recommended minimnm radii according to GRP proccss to be used.

PROCESS RADII / (Inches) RADII/ {(mm)
Hand laying-up 0.25 6.40
Spraying 0.25 6.40
Pressure bag 0.50 12.50
Filament winding 0.125 3.20
Hot Press 0.030 0.75
Cold Press 0.125 3.20

Source: Reinforced Plastics Handbook.
John Murphy. 1984

3.2.3 Draft angles

Table 4 gives some details about minimurmn draft angles to be used accordingly to

selected materials.

Table 4. Shrinkage valnes and minimnm draft angles recommended for
particular materials.

Thermosetting Draft angles Shrinkage [%]
materials lgrades)
Alkyd 05-1.0 03-06
Epoxy glass 05-1.0 0.2-0.8
Phenolic 0.5-1.0 0.1-0.5
Silicon glass 05-15 0.1-05
Polyester 05-20 0.5-25

Thermoplastic
materials (*)

ABS 1.0-2.0 0.1-07
MNylons 05-15 08-1.2
Acetal 05-1.0 20-3.0

Polyethvilene 0.25-20 3.0-40
Polvpropylene 025-15 1.5-25
Polvstyrene 025-1.5 0.1-0.5
P¥C 05-1.0 0.1-08
FPolvurethane 0.25-15 0.5-10

{*) Mostly used for injeclion process.
Source: Design and Manufacture of Plastic Parts.
R.L.E. Brown. 1980
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As In any other moulding process it is necessary to have a slight draft angle on
vertical surfaces to facilitate extraction from the moulds. In general, walls, ribs, slots
and pockets should have a minimum taper or draft angle of 1°. Filament winding
process requires a 2-3° and for processes using a pressure bag 5° should be allowed.
This 1s a most important provision and in large objects in particular there can be

great difficulty in mould extraction if inappropriate draft angle is used.

Regarding the draft angle, the depth of vertical walls affects it, and this angle can be
defined accordingly to Table 5 for some of the available RP processes and as

function of the wall depth.

Table 5. Recommended draft angle for vertical walls aceording to several RP
proeesses. [Angle in degrees]

WALL DEPTH [mm]
PROCESS 0-25 20-50 40 - 200 150 - 500 500 - maore
Hand laying-up 1 2 3 5 7
Spraying 1 3 5 8 10
Pressure bag 5 6 g 10 12
Hot Press 1 | 1 2 2
Cold Press 1 2 2 3 S

Source: Reinforced Plaslics Handbook.
John Murphy. 1934

3.24 Shrinkage and tolerances

Each plastic has a characteristic shrinkage or contraction that take place after the
part has been moulded. Shninkage can take place to the extent of 10% in somc
compositions although it can be reduced if some design and manufacturing details

are considered.

Among the factors that can be mentioned which affect shrinkage are the amounts of
preheat, curing temperature, pressure, time of moulding, etc. In addition to those
factors the material and shape used also affect the shrinkage, but these two last
factors are under the designer’s control. In many cases the reinforcing fibre prevents
shrinkage in the direction or directions in which they are aligned and therefore
shrinkage mostly take place in the thickness of the part. Similarly, distortion is likely

to occur on thin objects of large area unless suitably ribbed and allowance is made
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for it. Table 4 presents typical shrinkage values for common plastic materials used in

RP manufacture.

Shrinkage is often used as an anchoring medium for metallic inserts as long as a
suitable area is made available. Also, shrinkage is the main cause of convexity on
large plain surfaces, which can be avoided by providing ribs in the back of the plain
surfaces. Tolerances have to be provided considering the shrinkage characteristics of

used materials and design features.

3.25 Holes

Moulded holes commonly include holes classed as blind-hole, through-hole and

step-hole. Figure 4 shows geometrical details of these holes type.,
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Figure 4. Moulded hole types and suggested dimensions.

Through-holes are preferred for injection and transfer moulding from a
manufacturing point of view since the mould pins, which form the holes, can often
be supported in both halves of thc mould. Blind-holes also known as circular
pockets are formed by a core pin, which is supported only at one end. Moulded
holes non-parallel to the draw direction requires complicated moulds, which require

more direct labour than parallel holes. Holes entering the sides of the part should
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therefore be avoided and consideration for substitution using slots should be given to
the design. If production rate of the part is low, it may be more economical to dnill a
side hole than to mould it. On the other hand, even for matched die processes, holes
smaller than 1.50 mm. [1/16"] diameter should be drilled after the part is completely

cured.

Location of the holes is also important and some consideration should be made
regarding distances from the edges of the part and any other particular feature that
can be affected by the location of holes. Another consideration should be made in
reference to the distance between holes. Table 6 contains recommended distances to

be used on location of holes.

Table 6. Recommended hole location.

Hole diameter Minimum distance from Minimum distance
edge between holes
[inches] [mm] linches| [mm] |inches] [mm]|
0.062 1.50 0.093 2.40 0.140 3.55
0.093 240 0.109 2.80 0.187 4.75
0.125 3.20 0.156 3.95 0.250 635
0.187 475 0.218 5.55 0.312 7.90
0.250 6.35 0.250 6.35 0.437 11.10
0.312 7.90 0312 7.90 0.562 14.25
0.375 9.55 0.343 8.70 0.875 22.25
0.500 12.50 0.437 11.10 0.875 22.25

S

Distance

[
bhetween \“-t dlifagnc "
holes
\‘\

/

Source: Design and Manufacture of Plastic Parts,
R.L.E. Brown. 1980
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3.2.6 Inserts

Inserts are used in parts requiring frequent assembly and disassembly operations,
where strength 1s also required, or where there are particular requirements that can
only be achieved using an insert. In generai there is no difficuity in incorporating
inserts. Shrinkage is such that mechanical locking is enough in most cases. it is,
however, always recommended to use an epoxy adhesive as well. There must be
sufficient material to surround and hold the insert without fear of cracking and this
can be achieved by increasing thickness at the required point, particularly in the

form of a bossing surface.

Usually, mouided-in inserts require accurate fits and location in the mould in order
to avoid subsequent assembly problems. For these reasons moulded-in inserts,

particularly threaded inserts should be nsed only if there are no other alternatives.

3.2.7 Tool-Gap

There is not a single recommendation regarding tool-gap but some guidelines can be
followed for each process. For instance, tool-gap in open moulding processes are
related to the tool size and ultimately to the material used. Mainly it should give
enough room for laying and rolling tasks. Recommended value for a minimum tool-
gap in open-moulding processes of hand and spray lay-up is 13 mm. Other processes

such as pressure bag require greater tool-gap setting a minimum value in 25 mm.

In close moulding processes the reinforcement, resin characteristics and the use of
pressure assistance to fill the mould limit tool-gap, make it impossible to. give a

single suggestion for this vanabie value.
3.3 Manufacturing Process Selection

The choice of a suitable process for a particular application will completely rely on
the characteristics of the object to be produced. The first choice is between open or
closed mould techniques, where any object requiring a smooth finish on both sides
will be made in closed moulds. Whether the object needs to be smooth on both sides
is a decision of the designer based on the functionality and/or appearance required.

Also, in general, open moulding is cheaper than closed mouniding and costs will have
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a considerable weight in the selection of the most adequate process for a particular

application.

Even though appearance is a major factor in making the choice, selecting an RP
process is highly related to some aspects of design since this will so closely affect
the process and the materials selection for a particular product. We must think that
design and manufacture are inseparable tasks. Selecting an RP process can be seen
as part of the whole product development process, for instance if some broad idea
from the market situation of the product's nature in terms of size, shape, and
production rate is available, then narrowing the options for a particular

manufacturing process is possible.

Very large objects, or objects which there will be only a few of, are recommended to
be manufactured by open moulding techmiques, usually contact moulding or
spraying. Matched metal die moulding would be used for large production runs of
smaller objects, while intermediate runs would be possible by a low-pressure

method.

In general terms, the cheapest process which is consistent with the finish required,
the size of the object and the production rate are the most important aspects to be
considered in selecting the most appropriated RP processing for a particular design.
It may be thought that its diversity of processes, perhaps making it difficult to select
them in some cases, is a weakness, but in fact this is one of the strengths of RP,

since almost anything can be made from it at the lowest possible cost.

From this product's initial information the relationships between candidate materials
and a short list of suitable processes can then be considered. At this stage, designers
can probably focus upon one or two materials in conjunction with one, or perhaps
two, manufacturing processes. In comparing processes, by using published data
describing the properties of plastics and reinforcements, special attention must be
given to the fact that this data has been derived from short-term tests (Dreger, 1974).
Therefore, it is good advice to seek results that most closely resemble the in-service

conditions of the intended design.

Mould cost, however, is directly associated with the complexity of the product

design. Manufacturing engineers should advise product designers if any possibility
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exists of lowering the tooling cost by removing some complicated and expensive
mould features. Selection of mould material will be influenced by the number of

parts to be produced, with large production runs requiring more cxpensive mould

materials.

A final phase in selecting an RP process 1s to consider the economics. For many
project managers, cost may be the most important single factor in selecting a
suitable matenal-process combination for the composite product they want to
produce. The CAD/CAM/CAE/CIM systems are fundamental for cost-effective,
large-scale production, where in addition to developing and producing superior
quality reinforced parts; these systems may reduce material handling, inventory and

maximise utilisation of equipment and labour time.

Cost is often based on the production method and the number of items to be
produced. Some processes may require a special atmosphere or protection for
wotkers. On the other hand, some materials may be more expensive because it is
more difficult to machine, fabrieate or finish. Furthermore, it is obvious that
equipment and tooling costs will depend on part size, performance needs and
complexity of design. Table 7 gives a comparison of RP processing and economic

factors that may be useful in selecting a suitable process for a particular application

or design.

Table 7. Economic factors associated with diffcrent RP processes.

PROCESS Economic Production Equipment Tooling
Minimum Rate Cost Cost
Autoclave 100-1000 Low High Low
Bag monlding 100-1000 Low Low Low
Casting processes | 100-1000 Low-high Low Low
Compression 1000-10000 | High Low-high Low-high
monlding
Filament winding | 100-1000 Low-high Low-high Low-high
Lay-up 100-1000 Low Low Low
Spray-np 250-6000 Low Low-medium | Low
Matched die 1000-10000 | High High High
Press moulding 100-1000 High Low-high Low
Pultrnsion 1000-10000 | High High High
Transfer moulding | 1000-10000 | High High high

Source: Process Selection: From Design to Manufacture.
K. G. Swiftand J. D. Booker. 1997.
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Chapter 4

4 FEATURE RECOGNITION
4.1 The Recognition Proeess

Figure 5 illustrates sub-populations S1,.... S4 of a population ‘P’ of non-identical
objeets, along with the processing that recognises a sample object. An object’s
attributes are sensed or measured to yield a pattern vector that is transformed into a

reduced set of teatures, and the object is recognised from its features by the

recogniser.
POPULATION
MEASUREMENT
DATA
PRE- — EXTRACTING
— PROCESSING| — FEATURES
FEATURE
VECTOR
CLASS
10ENTIFIER
—_— RECOGNISING
OBIECTS

Figure 5. The recognition/classification process.

A pattern recogniser is a system to which a feature vector is given as input. This
operates on the feature vector to produce an output that 1s the unique identifier
(name, number. code-word, vector, string, etc.) associated with the class to which

the object belongs (Looney, 1997).
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An automated pattern recognition system is an operational system that mimimally
contains an input subsystem that accepts sample pattern vectors. and a dccision-
maker subsystem that decides the classes to which an input pattern vector belongs. If
it also classifies, then it has a learning mode in which it learns a set of classes of the
population from a sample of pattern vectors; that is, it partitions the population into

the sub-populations that arc the classes.

Feature extraction is the stage wherc the system converts an unprepared pattern into
a feature vector. This stage is very important sinee it is in charge of reducing data
redundancy in the pattern used. For a given population P of objeets, an attribute is a
variable m that takes on a rcal measured value. A feature is either an attribute or a
function of one or more attributes. Features must be observable, in that they can
either be measured, obtained as a function of measured variahles, or estimated from

measured values of eorrelated variables.

In gencral, a pattern vector of attributes is converted to a feature vector of lower
dimension that contains all of the essential information of the pattern. Feature
vectors from the same class, however, are also different. Typically, the differences
come from three sources: noise, bias or system error, and natural variation between
objects within the same elasses due to unknown variations of operators that ereate

the ohjects (Zulkifli and Meeran, 1999).

In the classification stage it is assigned the feature vector to an appropriated class,
pattern space or feature space must be partitioned through a training process. The
system is trained using a finite sct of patterns called the training set. 1f the correct
classification for these patterns is known then this is supervised learning, otherwise
it is unsupervised learning. The performance of the system is evaluated using a

different set of patterns known as the test set.

The pre-processing stage plays a fundamental role in the systems overall
performance and for this reason we will dedicate a special session to this sub-

system.
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4.2 Data Pre-Processing

A feature recogniser can he considered as a tool that generates desenptions of
features by analysing or transforming the solid model data structure ot an object.
However, the feature recogniser cannot read data directly from a solid model

database and that is the reason a pre-processing of the solid data is required.

In the approach of using neural network as reeogniser of features, a suitable format
for the input data is necessary in the form of vector or matrix. The following
sections will describe some of the concepts used in this research during the pre-
proeessing algorithm of the solid’s topological and geometrical data, such that it can

be used as neural network input.

424 Concept of face graph

An objcct in a B-rep data structure consists of a set of faces and each face has
neighbouring faees. In order to understand the relationship between each face and
the other faces of the model, and using the concept of Faee Graph introdueed by
Hwang (1991), it is possible to represent a 3-D object as a 2-D face set as shown in
Figure 6. The 2-D face set is hased on face 1 (f1) and it is assumed that each faee in

an object has similar structure.

Figure 6. 2-D face set representation of a 3-D ohjeet.
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The onginal concept was introdueed in order to represent features in a suitable way
for neural network input, but a modified face score value assignation 1s used in this
research. The reason supporting this modification is based on the presence of fillets
that give origin to vertices with four (4) edges and four (4) adjacent faces instcad of
three (3) edges and threc (3) faees as considered hy the former author. Furthermore,
with the presence of fillets, any partieular face with four edges will have as

minimum eight surrounding faees instead of four, as shown in Figure 7.

B A B
A F A
B A B

Figure 7. A 2D representation of a 3D solid with fillets.
‘Sharing-Edge’ (A - F) and *Sharing-Vertex’ (B — F) relationship between adjacent
taces.

Two different kinds of relationship between adjacent faces should be deseribed as a
foundation for the feature definition used in this research. In first place, 'Sharing-
Edge' relationship that ocecurs between two adjacent faces sharing an edge of the
object (A — F) and in second place, 'Sharing-Vertex' relationship, which oeenrs
between two adjacent faces that share only a vertex of the object (B — F), also

represented in Figure 7.

If a particular value, representing face characteristics, is assigned to each face in the
object and thosc values are represented as vectors then it 1s possible to say that a
Face Graph (FG) of the part has been created as shown in Figure 8. In order to
assign weighted values to each face it is neccssary at this point to introduce the

coneept of eonvexity and concavity to be used in this research.
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Figure 8. Face graph (FG).

4.2.2 Concept of convexity and concavity

A region is convex if, for each pair of points in the region border, the straight line
between those points stays in the region. This definition can be extended to faces in
a B-rep solid modcl as shown in Figure 9. If we say that one straight line between
two points in the surface of the face stays inside the hody of the solid medel, then
the face 1s convex otherwise it is concave. For convention in this research a planar

face will always he considered as convex.

Planar smooth

face convex face

Figure 9. Face classification.
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According to Chuang and Henderson (1990), a point on a B-rep element can be
classified as convex or concave by defining an infinitesimally small sphencal
neighbourhood with the point at its centre. If the spherical neighhourhood is filled
by more than half with solid material, then the point neighbourhood is concave. If
the sphere is half filled with solid means that the neighbourhood is smooth, else it is

€onvex.

Classification of an edge can be done on the basis of the angle between the faces
sharing the edge, which can be classitied as smooth, convex or concave. A vertex,
based on the types of edges sharing the vertex, can he classified as concave or
convex. A convex vertex means more convex edges than concave cdges sharing it.

An ilhastration of this is shown in Figure 10.

Convex

vertex Convex

edge

face

Figure 10, Classification of edges and verticcs.

4.2.3 Concepts of face score and face vector
In resume a tace consists of a surface plus a set of edges and vertices. Therefore, if a
value 1s assigned to each one of these components hased on their geometric and

topological characteristics, then these values, which can be converted to a tace, can
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he transformed into a scorc, namely Face Score (Fs). This Fg includes, implicitly, the

face information and the information of the edges and vertices on the facc.

The input for the neural network recognition system needs only a set of numbers.
either integer or floating point. A B-rep solid model, however, contains complicated
geometric and topological data for an objcct that cannot be simply evaluated by a set
of numbers. Therefore, a technique to rcpresent 3-D data as numbers is required.
meaning that the pre-processor will attempt to convert 3-D objects to a set of n-
dimensional face vectors. Because faces far away from the main face play a minor
rolc in determining the feature. a nine-element vector is considered to contain
enough information for this purpose. Nevertheless. it necessary. this number can be
extended and a higher number of adjacent faces and/or faces with a higher adjacency

relationship (farther away) can be considered in constructing the face vector.

All commercial B-rep solid modellers have a similar data structure. In order to
descrihe completely an object, the information must consist of face equation (normal
vector for a planar face and the axis dircction for a cylindrical, torus or a conical
face), the area of the face, and other necessary information such as the semi-vertical
angle lor a cone, etc. An edge is defined hy the edge dircction (direction along a
straight line or the axis direction for a conic section), the concavity or convexity of
the edge, and the necessary data to dcscribe an edge such as the length of the edge.
A vertex is defined by its geometric location. Finally, the rclationship of the adjacent
faces affects the formation of a featurc, such as the connection (type of shared edge)

betwecen two adjacent faces.
The evaluation formula for the Fg can he written as:
Fs =f(Fg Eq Vg, A1) ]

Where:

Fs is the face score,

F, is the face geometric information,

E, is the edge geomctric information,

V, is the vertex geometric information, and

A, 1s the adjaccncy among faces, edges and vertices.
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Fgis a way to quantify geometrical characteristics of the faces in the object. Its value
is based on three factors, Face-Geometric-Value (FGV). Edge-Score (Es) and the
Vertex-Value (VV). Five basic surfaces are used in this rescarch to create each
model. known as: plane, spline, sphere, cone and torus. FGV is assigned in basis to
the convexity (2.0), concavity (-2.0), and plane or undetined (0.0) characteristic of

cach of these surfaces.

The Es is also associated to the concavity (-0.5) or convexity (0.5) of the edges,
which is defined hy the comhination of the faces shanng the edge. Table 8 presents

the difterent combinations of faces and their resulting Eg.

Table 8. Face comhination and corresponding Eg.

Convex Concave Convex Concave Plane Spline Convex Concave
cone cone sphere sphere Torus Torus
{Cx(C) (Ce) {Cx8) {CcS) ) (S) {CxT) {CeT)
Convex 0.0 0.0 0.5 0.0 0.5 -0.5 0.5 0.5
cong
{Cx()
Concave | (.0 0.0 0.0 -0.5 05 0.5 0.5 05
cone
(Ce()
Convex 0.5 0.0 0.0 0.0 0.0 -0.5 0.5 0.0
sphere
(CxS)
Concave 0.0 -0.5 0.0 0.0 0.0 0.5 0.0 -0.5
sphere
(CceS)
Plane 0.5 -0.5 0.0 0.0 0.5 ** 0.5 -0.5
(14}
Spline -0.5 0.5 -0.5 0.5 ** 0.0 -0.5 0.5
S
Convex 05 0.5 0.5 0.0 05 -0.5 0.0 0.0
Torus
(Cx1)
Concave -0.5 -0.5 0.0 -0.5 -0.5 0.5 0.0 0.0
Torus
HcT)

* These options require a further evaluation, which is included in the program.

The VV is assigned as a function ot the number and kind of edges converging into

the vertex, according to the following equation:
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VV = 0.5 (Cx - Ce) [12]

Where;
VYV is the vertex value,
Cx is the numher of convex edges converging into the vertex, and

Ce is the number of concave edges converging into the vertex.

Finally, the Fg is computed based in the FGV and the VV of the face according to

the following equation:
Vi

F, =" +FGV 13
s =T [13]

Where;

Fqis the face score,
VViis the vertex value of the vertex i,
NV is the number of vertcx in the face, and

FGV is the face geometrie valuce of the corrent face being evaluated.

Finally, a Face Vector (FVector) is created for each lace in the ohject. Fach face in
the object will become the evaluated face, in turn, whose Fs will he allocated to the
filth clement of the FVector. Then the adjacent 'Sharing-Edge’ faces are considered
and their corresponding Fs will be allocated to the clements 4, 6, 3, and 7 from

higher to lower score respectively.

In the event that there are less than four 'Shanng -Edge’ faces, for a particular face,
the remaining of these four clements will be set to zero. But, if there are more than
four 'Sharing-Edge' faccs, then only the four taces with the higher scorcs will be
used in constructing the FVector. The reason for this is that the particular neural
network architecture choscn in this research requires a tixed number of input values

in the input layer.

The other four elements of the F Vector will eontain the Fg of the adjacent 'Sharing-
Vertex' faces following the same pattern (2, 8, 1. and 9) and rules applied to the
assignation of the adjacent 'Sharing-Edgc’ face scores. Figure 11 shows a typical

FVector and its elements.
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Evaluated
face score

‘Sharing Edge’ ___ | ‘Sharing Edge’
face scores | face scores

0000000 0.0,

‘Sharing Vertex’ face scores

Figure 11. Typical FVector and its elements.

Since each face has its own FVecctor, which in some extension contains the
information rcgarding thc gcometrical and topological characteristics of the
evaluated face and its surrounding faces, then it is possible to say that faces with
similar characteristics will have similar FVector. This is the fact used in this
rcsearch to definc different features, where each kind of feature maps to a particular

pattern or FVector.

4.3 Feature Dehnition

According to the previous section, Fs depends on the facc being evaluated and its
boundary information. Lets use an example to describe the core of the feature
dcfinition approach used in this research. Considcring a block evaluation we will see
that all FVectors arc the same for all its faces. This is due to the fact that the
surrounding region of each facc has the same information (all are planar faces with

convex edges and convex vertices).

Since each face in the object has certain Fs, then a non-zero difference hetween a
face score and its neighbouring faces’ Fg indicates a topological or geomctrical
change hetwecn these faces, which form a rcgion and the region may be defined as a
feature. In other words, a region is considercd as a feature based on a set of Fg
changes hctween the face being evaluated and its surrounding faces. The detinition

of a feature face can he considered as the extension of the feature definition.
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Figure 12. (a) Slot feature on a solid model. {b) Wire-frame detail.

A slot feature is used in Figure 12 as an example to show the face adjacency
relationship in a solid model; face | (F, in figure 12.a) is used as the main face to
define this particular feature. Figure 12.b shows a detail of the surrounding faces of
F| in a comer so it is possible to observe that F, and Fs have a sharing-edge
relationship with F| hut F¢ only shares a vertex with F. This fact will be used in the

construction of the input vectors of the neural network.

Figure 13, shows the normalised face vector corresponding to the slot feature. Table
9 contains the face score calculations for each of the faces defining this feature. The
last column of this table contains the normalised values of the face scores ranging
between (0 and 1. Normalisced values (N,) are necessary due to the fact that neural
networks can only handle data in the range of the activation function [0,1] (uni-

polar) or [-1,1] {bi-polar), which simplify the input in the neural net.

The equation used to normalise the values to a uni-polar activation function, such as

the one used in this application, is:

N,=(Fs +4)/8 [14]
Where;
N. is the normalised face score as to be used in the construction of the
FVectors, and

Fs is the face score.
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SLOT FEATURE

1.000 i
0.900
0.800
0.700
0.600
0.500
0.400
0.300
0.200
0.100
0.000

A E SCO E

1 2 3 4 5 6 7 8 9

FACE1 0281 0281 0250 0781 0500 0781 0250 0281 0281
ADJACENT FACES

Figure 13. FVectar corresponding to a slot feature.

Fsmay have a maximum value of 4 for a face with just convex vertex, convex cdges
and convex surface and (-4) for faces with concave edges, concave vertex and

concave surface.

Table 9. Face score calculatians far the slot feature.

. FACE No | VALLES - RESULT NORMALISED (N,
. 1 : (0.5+05-05-05)y4+0.0 : 0.0 0.5
2,3 (05+05-05 054 20 -2.0 0.25
. 4,5 | (05+05+00+0.0y4+20 : 2.25 0.781
6.7.8.9 | (05+05+0.0+0.0)/4-20 -1.75 0.281

Typical FVectors for the eight features considered for recognition and evaluation in

this research are shown in Figures 14 to 17.
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Fignre 14, FVectors corrcsponding to Protrusion and Pocket features.

Figure 15. FVectors corresponding to Circular-Pocket and Boss features.

71
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Figure 16. FVeetors eorresponding to Blind-Step and Step featnres.

Figure 17. FVeetors corresponding to Through-Hole and Slot features.
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4.4 Training Set

A set of 36 synthetic sample parts was used to perform the training of the neural
network system for feature recognition on reinforced plastic components. Each of
these parts was designed as simply as possible to facilitatc the training of the
networks, but still being able to represent in full the characteristics of each feature

making it possible to discniminate a face-fcaturc from the other taces in the part.

Training parts are shown on Figures 18 to 23. All training parts were used for
training of cach neural network on the system. Parts were organised based on the
particular feature to be recognised. Protrusion featurc training parts are included in
each one of the other series; therefore it does not have a separate series of parts to be

used during training of its neural network.

As it was previously mentioned, the neural network system requires one network for
each feature to be recognised. Therefore, independent training of each network has
to be carried ouwt, where all training parts arc uscd but the lcaming input parameters

are different for each network.

(d) Boss on Boss (€)Boss on Slot (f) Boss on Blind-Step

Figure 18. Boss training parts.
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(a) Blird-Step on St

(&) Blind Step on Blind Step

(b) Pcket on Blind-Step

(¢) Circular-Pocket on Hind-Ster

/N~

() Pretnsion on Blind-Step

() Blind-Stepon St

Figure 19. Blind-Step training parts.

Figure 20. Step and Circular-Pocket training parts.
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Figure 21. Slot training parts.
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Figure 22. Pocket training parts.
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Figure 23. Through-Hole training parts.

4.5 The Neural Network System

SNNS (Stuttgart Neural Network Simulator) is a simulator for neural networks
developed at the lnstitute for Parallel and Distributed High Performance Systems at
the University of Stuttgart in Germany. SNNS was selected to carry out this research
work based upon the net-creating and net-training features of the system, which
allows a diversity of network eonfigurations and sevcral activation functions to be
tried. The SNNS simulator consists of four main components: The simulator kernel,

a graphical user interface, a hatch simulator version, and the network compiler.

The simulator kernel operates on the internal network data structure of the neural
nets and performs all operations on them. The graphieal user interface XGUI, built
ou top of the kernel, gives a graphical representation of the neural networks and
controls the kernel during the simulation run. In addition, the user interface can be
used to directly create, manipulate and visualise ncural nets in various ways.
Nevertheless, XGUI is also well suited for inexperienced uscrs, who want to learn
ahout connectionist models with the help of the simulator. The on-line help system,
partly context-sensitive, is integrated, which can offer assistance with problems

during the user learning process or interpretation of results for more advaneed users.



CHAPTER 4: FEATURE RECOGNITION 77

Afier an intense work of trial and error, where several network architectures were
tested, it was found that a three-layer feed-forward network using a supervised
learning algorithm was the most appropriate network to he used on this particular

application. The final network architecture selected can be seen in Figure 24.

Face Input Hidden Output
vector layer layer layer

Figure 24. Neural Network Architecture.

Nine nodes or neurons corresponding to the nine elements of the FVectors form the
first layer or input layer, which has a fixed number of nodes. Four nodes form the
intermediate or hidden layer and finally, one node forms the output layer, which
allows having enough numbcer of comhinations (2) ot binary output (1 or 0) to

represent the feature recognition. One neural network is required for each feature to

he recognised.

Special attention was paid to the fact that the network should not he neither under-
trained nor over-trained. Under-training a network means that it knows too little
about the training set of data, therefore it will recognise or classify badly. On the
other hand, if the network ‘memorise’ the training set, known as over-training. then
it will not be useful for classification of a test set of data. Once the minimum test

error is reached the learning process must stop, as shown in Figure 25.



CHAPTER 4: FEATURE RECOGNITION 78

A
B Under-1rained Over-1rained
— -\. l...'-
) -
E \,
=] Lo
v
.\-
\.
N\,
Test ser ™.
~. Training set
OPTINAL. Learning

{minimum expected test error) Time

Figure 25. Criteria for stopping the training of a neural networks.

Training was made under supervised thecry using a data set corresponding to all 36

sample-parts, which represent a total of 1520 faces with their corresponding

FVectors. From this data approximately 15% was saved for validation. A minimum

numher of three thousand cycles of the complcte data set was presented to each

network in a random manner and after that training was stopped when a minimum

test error was reached. The leamning parameter oL was fixed at a value of 0.2 for all

networks and the learning function used was standard back-propagation.

The main properties of the ncural network system chosen can be resumed as:

The neuron 1s cither active (i.e. ON) or inactive {i.e. OFF). It therefore has

two discrete states and it can be considered essentially as a digital device.

In order for the neurons to bccome active, a predetermined number of

synapses must be excited within a specific period of time.

The effeet of connections between neurons may be excitatory or inhihitory

(i.e. they are weighted)
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o All neuroos have a threshold. lo order for a neuron to be activated, the sum

of its weighted-ioputs must exceed the threshold, although the threshold of

individual neurons may vary.
o The structure of the connections does ot change during trainiog of the net.

Appeodix 1 cootains the network definition files corresponding to the eight neural
networks created as part of the feature recogoition system used ia this research. A
oetwork definition file cootains all ioformatioo occessary to huild the actual
oetwork. such as learning function, update function, number of units or neuroos.

number of conneetions, weight hetween conoections aod threshold or bias values of

each neuron.

Ooce the oeural networks were trained their corresponding variable values were
integrated as part of the source eode 1o the maio program of FEBAMAPP as a
Windows application, which was theo used for feature recognition and
manufacturahility evaluation of such recognised teatures. The reason for integrating
the NN parameters, with the main program, is that ooee the network is trained it will
remaio unchangeable. Theretfore, all functions used for the network in the process of
Icarniog are no longer required and the global performance of the system can be

improved io terms of cxeeution time.

Appendix 2 shows a typical result of a test file including the input, output aad
expected value of each vector preseoted to the net for recognitioo. The sample result
filc of the wveural nctwork is called reall slotd.res, which means that the neural
petwork used is designed to recognise slot features and the test file presented to the
network 1s the one that coatains the FVectors of the object named reall. The
highlighted FVector oumber #96.1 is showiog ao output value of 0.99675, which is
larger than the threshold of recognitioo set to a value of 0.90, mcaoing that this
particular face is recognised as a slot feature in the model. Since this research does
oot have particular ioterest io partial featurces, then those faces with significance
factor lower thao the threshold arc oot coosidered as recogoised features or partial

features.



CHAPTER 5: FEATURE EVALUATION 80

Chapter 5

5 FEATURE EVALUATION
5.1 Introdiction

Traditionally, funetional teams or individuals perform tasks associated to the
product development scparately. Therefore, lack of communication between product
development tasks oftcn causcs consistency prohlems in later manufacturing stages
of the process. In recent years, the coneepts of coneurrent cngineering have been
proposed to overcome this problem. These coneepts refer to the practice of co-
ordinating various life-cycle values ot products into the earlier stages of design.
Thus, in addition to the ercation of a product shape that meets functional
rcquirements, the selection of a proper manufacturing proccss, assessment of
manutacturability and assemhlahility are incorporated in the produet design to

achieve tull functioning, higher quality and lower eost of products.

Manufacturability assessment, whieh plays an important role in integrated product
and process development, involves evaluating the manufacturability of a design and
moditfying it into one that is tunctionally acceptahle with the selected manufacturing
proeess (Chen, et al. 1995). This research eonsiders the use of features. as the key
element, in the manufacturability evaluation ot the proposed models bridging the

existent gap hetween design and manufacture of reintoreced plastics components.

Manutacturability assessment is a highly skill-intensive activity, and requires a wide
variety of design expertise and knowledge of the manufacturing process. Because of
these facts, a highly experienced designer always performs manufaeturability
assessment. However, a lot of trial and error still exists, and quality is not consistent.

There is therefore a nced to formalise and encode design knowledge to assist
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designers in creating manufacturable reinforced plastics parts with less design

routives aod try-outs.

Since the presence of a highly trained designer is not always possible, then encoding
the knowledge in a series of production rules and the development of an expert
system 1o perform manufacturahility analysis seems to he an option to give SMMEs

the technical support they need to improve their product development process.

Design-to-manufacture rules can be seen as critical relationships between desigo
requirements and process capabilities (Syan and Swift, 1994). Process capability
data is usually compiled and organised in such a way that coostitutes the hasis for
the design rules, and these rules provide the houndary conditioons that determive if a

propased design is feasihle from its cost, quality and/or lead-time characteristics.

Engineers and desigoers in the plastics industry have compiled design rules from
process capahility data over the last few decades. But. explhicit work in the plastic
1odustry 1s usually cousidered commereially contfidential, therefore it was necessary
to perform a thorough analysis of mould and die design literature. Most of the
information used to build the knowledge-based system and its explicit design and
manufacturing rules were collected from the reinforced plastic enclosure industry,

texts and handbooks related to this particular maoufacturing process.

It is up to the maonutacturing and the knowledge engineers to synthesise the rules
from process capability data and industrial experience in such a way that can be used
in developing a KBS for maoutacturability analysis. Therefore, this research focused
oo getting the information necessary to develop the set of production rules
necessaries for the maoufacturability evaluation of reinforced plastics parts. This
evaluation will he based on intemal aond external characteristics of the features being

considered in this research.
5.2 Rule-Based Approach For Manufacturability Analysis

The evaluation approach proposed o this research coosiders firstly the internal
characteristics of the feature in terms ot dimensions. thickness, tillet radii and draft
aogle. Secondly, extemnal characteristics that represeot the positioo ot the feature io

relation to others feature in the model as well as in relation to the boundary edges of
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the part. Attention is focused on the manufacturing aspects, capabilities and

limitations of the available reinforced plastics manufacturing processes.

The features considered for evaluation in this research are pocket, protrusion,
circular-pncket, hoss, through-hale, slot, step and blind-step. All of them are fully
supported by the FEBAMAPP's featurc recognition module developed as part of

this research.

The following sections contain relevant information regarding design and
manufacturing of reinforced plastics parts, in terms of their features’ internal and
external characteristics. This information cnnstitutes the hasis for the development

of the feature-based manufacturability analysis systcm attempted as the main

outcome of this research.

521 Pocket feature

Any hollowed feature in the surface of the part can be considered as a pocket
feature, see Figure 26(a). The shape of this cavity can he square, rectangular,
circular or irregular. The internal characteristics to be considered for evaluation of a

pocket are its depth, bottom, top and between-walls fillet radii, and draft angle.

{a) Pocket teature (b} Detail

Figore 26. (a) Pocket feature. (b) Definition of fillets on a pocket featnre.

The minimum depth of a pocket is driven by the manutacturing process to be used

acconrding to recommendced fillet radii given on Table 3. Therefore, the minimum
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depth corresponds to twice the minimum fillet radii. According to Mr. Bryan
Shepherd. Technical Director at one of our collaborating companies (Pcarl GRP
Industries LTD). it 1s a good practice that for the bottom. top and between-walls
fillet of the pocket feature to keep the same radius through the feature. The reason
behind this suggestion is that it will facilitate the manufacture of moulds and reduce
the risk of trapped air between faces of the object during moulding processes. Figure
26(b) shows a detail of a corner on a pocket feature and descrihes the types of fillets

and corners expected to be found on it.

In gencral, the concave-comers of a feature are made by blending three concave
cone surfaces, which lead to different situations according to the characteristics of
these cone surfaces. When the hetween-walls fillet radii is larger than the bottom
fillct radi the blended surface created is a concave four-side spline surface, see
Figure 27(a). Despite numerical controlled machines being able to follow spline

surfaces, this kind of surface will unnecessarily increase the cost of the final mould.

When the between-walls fillet radii is smaller than the bottom fillet radii a concave
three-side spline surface is generated at the corner, with even greater manufacturing
inconveniences the previous case, Figure 27(h). Finally, when constant radii are then
uscd in all three surfaces converging into the hottom corner, a concave sphere

surface is created, which is more easy and economical to construct, Figure 27(c).

Figure 27. Concave surfaces gencrated hy blending different fillets at the
concave corner of a feature. (a) Four-side spline. (b) Three-side spline. (c)
Concave sphere surface.
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Regarding the top corners of a feature, it presents a different situation, where it is
necessary to hlend two convex and one concave cone-surface. In this case it does not
matter what combination of radii are used, the blended surface in the corner will

always be a four-side spline surface, as shown in Figure 28(a) and 28(b).

From the manufacturing point of view this situation is not a problem as long as the
top edge fillet be kept constant all around the pocket feature. These rules and
recommendations regarding bottom, top and between-walls fillets apply to all

features with similar geometric configurations, as step, slot and blind-step.

Figure 28. Surfaces gencrated by blending different fillets at the top corner of a
feature: (a) and (b) both are four-side spline.

Recommended draft angle values are presented in Table 5, where it is possible to
ohserve that they depend on the process selected and the depth of the walls. From
the manufacturing point of view, it is necessary to check that draft angles are
appropriated in each vertical wall of the feature. Therefore, each vertical wall must
be evaluated calculating the angle between the normal vector of vertical walls and
the pulling-out direction of the mould assumed to he the Z+-axis on the world co-

ordinate system of the model.

Regarding external characteristics of pocket features, the most important to be
considered are allowance to tool reach, closeness to adjacent features and to the
boundary edges of the part, this is illustrated in Figure 29. It is necessary at this
point to make reference to the fact that a different RPMP might have ditferent

requirements for external characternistics of features.
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Tool-gap recommended for hand lay-up and spraying proeesses requires a minitnum
distance between the two vertical walls such that the laying-up and rolling tasks can
be performed without interference. Recommendations regarding tool-gap arc hased
upon typical tool sizes available in the market and to the minimum radii at the
bottom fillets of the gap. The minimum distance recommended is 20 mm at the
bottom of the gap betwcen the pocket feature and any other adjacent feature or

external boundary of the part.

DRAFT- ANGLE

Figure 29. {(a) Backside of a pocket feature.

For a pressure bag process the tool gap required 1s even larger, since the elastic bag
is limited in its flexibility and it will not be able to reach the bottom of gaps smaller
than 25 mm and depth larger than 35 mm. It would he possible to nse deeper
pockets as long as enough gap is provided between the vertical walls of the pocket

and the adjacent features or external walls of the part.

For matched-die processes the tool-gap is limited mainly by the kind of
reinforcement used and properties of the resin. There are some resins that flow
casily but some others require vacuum and/or pressure assistance to be able to reach

fine details in the mould.
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5.2.2 Protrusion feature

Any outgrowth in the surface of the part can be considered as a protrusion feature,
see Figure 30(a). The shape of a protrusion feature ean also be circular (hoss
feature), square, rectangular or irregular. Again, internal characteristics to be
evaluated in the protrusion feature are minimum gaps between vertical walls, radii of

different fillets and draft angles, as shown in Figure 30(a. b).

DRAFT ANGLE

Figure 30. (a) Typical protrusion feature. (h) Recar-view showing internal
characteristics of a protrusion feature.

For the protrusion feature also the minimum radii suggested in Table 3 drive the
minimum height of this feature. The minimum gap hetween vertical walls will
depend on the manufacturing process selected. in open moulding processes (hand
lay-up or spray lay-up) there should be enough room for the rolling process after the
resin and fibre arc applied, therefore the minimum tool-gap value recommended is
45 mm. This value will be affected by the height of the protrusion where a ratio
Tool-gap/Height > | 1s recommended for protrusions higher than 45 mm. For the
pressure-bag process, an even larger tool-gap is required on this feature due to the
difficulties of the hag to foilow changes in the surface of the model. Consequently,
the minimum tool-gap suggested is 60 mm and Tool-gap/Height ratios > 2, for
protrusions higher than 60 mm are recommended. Figure 30(b) shows the rear-view
of the protrusion featurc. The same recommendations that apply to the draft angle in
the pocket feature will also apply for the protrusion, recommended values being

presented in Tahle S.
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If the location of the protrusion is not deep-nested (protrusion on top of protrusion)
in a way that adjacent features intcrfere with the proeess then it should pot present
manufacturing difticulties. The distance betweea the hase-fillet of the protrusioa aand
the adjacent feature should be at least 25 mm to avoid trapped-air prohlems on open

moulding process.

For the Pressure Bag proecss this distance should be large enough to allow the hag
to follow the change io curvature in the surface of the part, therefore the minimum
distaoce recommended between adjacent features 1s 20 mm. For matched die
processes the minimum distance between adjaccat features will depead oa how thin
the mould needs to bc, and the rigidity required. For practical reasons it is
recommended that this distance should not he less than 2 mm for this particular

process.

With regards to the distance to the bouodary edges of the part, this should not affect
the stiffness of the produet, and must not be smaller than 10 mm if the boundary
edge of the part is flat. Otherwise, this distance has to follow recommendations
according to the maaufacturiag proecess ia use, with respect to the minimum radn

and the blending of adjacent plane surfaces, scc Table 3.

5.2.3 Circular pocket and boss features

Considering these features geometrieally opposite to each other, it is possihle to
make a eonjuact evaluation of their internal charaeteristics. For the cireular pocket
and open moulding processes, the minimum tool-gap distance is not a major
problem since the material 1s layered from the rear of the part. Recommeaded values
for open moulding processes are depeadeot on the depth of the pocket as shown in

Figure 31.

For other proccsses recommeadations given for the blind-hole featured in Figure 4
should be followed according to the process used. For protrusion features in opea
moulding processes, looking at the rear of the feature it seems as a pocket, therefore
the minimum tool-gap recommended is 25 mm. The depth of the feature as shown in

Figure 31, will dietate this value.
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CIRCULAR POCKET BOSS

-0 :

rR1 N R-

R2

D MINIMUM = 25 mm
H MINIMLIM = 2 * MINIMUM RADII

HMINIMUM = 2 * MINIMUM RADII

D/H=10 for 12<H <30 mm. D/H=25, for 10<H <50 mm.
D/H=15, for 30<H <50 mm. DiH>20, for 50<H < 150 mm.
D/H=>20. tor H>50 mm. D/H>10, for H>150 mm.

0= SAME AS RECOMMENDED FOR
VERTICAL WALLS.

R1 AND R2, MINIMUM VALDE RECOMMENDED
FOR THE PROCESS AND THE WALL THICKNESS

Figure 31. Recommended values for Circular Pocket and Boss features in open
moulding processes.

Draft angles for both features will follow recommendations given in Table 5, and are
process dependent and should not be less than 1 degree. For practical rcasons the
bottom and top fillets radi1 should follow recommended values given in Table 3 for

the process used.

As for external characteristics, the distance to adjaccnt features is the most important
for open moulding since it is necessary to provide enough space for rolling the air
out of the resin, as shown in Figure 32. The minimum distance recommended
between adjacent features is 25 mm, however it should be increased if the depth of
the pocket 1s greater than 35 mm. As for other processes, the position of a featurc in
relation to adjacent features and/of boundary edges of the part is driven by the
complexity of the part and the mould construction. This distance should not be so
small that it compromiscs the strength of the mould or interferes with the free flow
of the material during mould filling. Thus a minimum value between 5 to 25 mm is

recommended, depending upon the material and process used.
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Figure 32. Rolling task on a Pocket feature. Minimum tool-gap (T).

5.2.4 Circular and irregular through-hole features
As explained earlier, holes are one of the key features to be considered in designing
a reinforced plastic product. Size and edge-finish ot the hole defines the method that

can he used to produce the hole in the final part.

Circular holes with a flat edge-finish with diameters up to 15 mm should be drilled
after euring the product. For larger diameters, when the edge-finish required is flat,
the drilling process is still recommended for simplicity and economical reasons, but
sometimes mould-in process ean be justified when saving material is tmportant. The
same approach can be used for flat edge-finish irrcgular holes where a pattern can be

used to cut out the shape of the hole after curing.

Recommended draft angles for the hossing-edge are in Table 5. Minimum diameter
(D) for bossing-edge circular holes depends upon the material used and
recommended value 1s twice the thickness ot the part. The length of the bossing-
edge (H) should be at lcast equal to the thickness of the part. Details of these

geometrical variables are presented in Figure 33.
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Where: ) is the draft angle,
0 is the minimum diameter
H is the minimum bossing-edge size.
eis the thickness of the part.

Figure 33. Bossing-edge holes and their geometric constraints.

In instances where the edge of the hole requires high strength, reinforcement in a
boss-edge shape is recommended and the hailt-in-mould process is compulsory. The
location between holes and distance to adjacent features must be considcred in this
case. A minimum rccommended radii, as recommended in Table 3, must be used to

sct the minimum tool-gap distance as for any other feature.

For irregular holes, the rules for between-wall and upper fillet radii apply as in the
case of pocket features. Special attention should be taken in relation to the length of

the minimum hossing-edge size.

For external characteristics of these features the distance to adjacent features or tool-
gap and the distance to the boundary edges of the part are important. In the open
moulding processes sufficient room for rolling tools should be allowed, a minimum
distance of 25 mm is recommended for built-in-mould tlat-edge holes. For other
processes the rules for pocket teatures apply. Minimum distance to the edges of the
part of 10 mm is recommended for flat-edges holes. Dcspite the short length for

boss-edges a draft angle is recommended, this depends on the process to be used.
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525 Slot feature

The most important intcrnal characteristic of the slot feature is the draft angle
between the two opposite walls where the minimum angle recommended should
follow the same rules as for the pocket feature in the selected manufacturing
process, values are presented in Tahle 5. Also, the manufacturing process to be used.
according to the recommendcd mintmum fillet radii in Table 3. dictates the
minimum depth of the channel and the minimum distance between the walls at the

hottom of the slot.

External characteristics ot the slot feature are also important. the distance to adjacent
teaturcs is the main concern regarding the tool-gap required. The minimum tool-gap
required will depend on the manufacturing process selected and values given for

pocket features in section 5.1.1 should he followed.

5.2.6 Step and blind-step features

For these features the internal characteristic of fillets follow the same rules as for the
pocket feature, where similar fillct radii are suggested for between-walls, and bottom
and top fillets. In this way further complications in mould construction are avoided.
As for the draft angle and top fillet radii, similar valucs to those suggested for pocket
features are indicated for the step and blind-step features. Ultimately, neither nested
steps nor nested hlind-step featurcs arc recommended unless larger draft angles are

given to facilitate the extraction of the moulded part.
5.3 Feature evaluation algorithm

After feature identification the next step, in the process of manufacturability
evaluation, is transferring the internal and external characternistics of the feature into
the manufacturability analysis module of the system. It is in this module of the
systern where the actual parameters of each feature are compared with the

information stored in the database.

Topological and geometrical information of all faces helonging to the identified
feature are used to vcrify particular production rules about materials and

manufacturing processes in accordance with the information stored in the database
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of the system. Figure 34 presents a simplified algorithm of the evaluation process, as

it is used by FEBAMAPP., to evaluate the features identified in the model.

|PR0TRUS|01~§ POCKET| | T_HOLE| | STEP | FEATURE
| sLOT | | BOSS | |C-POCKET| B.STEP | IDENTIFICATION
Feature Internal || Feature Etlema!] FEATURE
Characteristics Characteristics PROCESSING
o eV EATRE
Rules
Feed-bac
Advise to EXIT FEEDBACK
Designer

Figure 34. Algorithm used for feafure-based manufaeturability analysis.

Sinee each feature type has its own internal and external charaeteristies then each of
them require a separate series of rules that need to be verified during the evaluation
process. Furthermore, heeause the capabilities and limitations of each material and
process availahle to the manufacturing of reinforced plastics components are
different from each other, then along with the actual dimensions of the feature the
information regarding intended materials and manufacturing proeess is required for

the evaluation of the features.
The sequenee of events during the analysis process is as follows:

» Internal and external characteristics of the feature being evaluated are passed
from the post-proeessing of SAT f{ile module to the manutacturahility

analysis module.
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o Information in agreement with the capabilities and limitations of the selected
combination of matcrials and maoufacturing process, in terms of target fillet
radii, draft angles. tool-gaps, cte., is retrieved from the systermn database and

passed to the manufacturability analysis module.

¢ The enmresponding set of production rules is applied to venty the status of all

the parameters and variables related to the manutacturability of the feature.

e In the event of manufacturing-related problems heing 1dentified, during the
application af the set of production rules, then saome suggestians are given to
the designer to imprave the quality of the design in terms of its
manufacturahility. These suggestions are not for the complete model of the
part but for those portions of the model that include the feature or features

which may represent prohlems at manufacturing stage.

¢ Finally, if the designer makes some changes in the original maodel, the full
process of manufacturahility can be applied to the new model. Because any
change in the solid model has to be done in the solid modeller then it is not
straight forward the application of the manufacturahility module to the new
ehanges in the model, and the proeess must start from the beginning with the

creation of the new SAT file nf the model.
5.4 Sample of a Feature Evaluation

As an example of the application of the production rules for the manutacturability
evaluation, lets consider the boss fcature presented in Figure 35. The top face Fl is
used to identify the presence of the feature. subsequently it is necessary to evaluate
the whole geometry of the feature and its assneiated faces F2, F3, F4 and F5. Faces

F2 and F4 are made out of a torus-surface and F3 from a cone-surface.

Figure 36 shows detining geometrical parameters of a typical torus-surface. As for
the cone-surface it is defined by an elliptical single cone, which consists of a base
ellipse and the sine and cosine of the major half-angle nf the core of the cone. The
polarity (sign) of the trigonometric functions defines the slant of the surface of the
cone and the sense of the surface. Figure 37 shows the geometrical definition of a

cone-surtace.
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Figure 35. Faces in a Boss feature.

Spline curve

Figure 36. Defining geometrical parameters of a Torus-Surface.
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Information rcgarding internal characteristies of the hoss feature is ohtained from the
database of the CAD-model following the description and defining parameters of
each surface type. On the other hand, information regarding external characteristics
of the boss feature can be derived from the entitics stored in the database of the part.
For example, thc minimum distance between the surface of the houndary of the
convex torus at the base of the boss feature (face F4 in Figure 35) and the edges of
the planar surface corresponding to face FS5, are calculated using trigonomctric
relationships between a cirele and straight lines. All references to dimensions used

for the evaluation of this Boss fcaturc are made to the faces indicated in Figure 35.

The sequence of events for the cvaluation of the Boss feature. and in general for all

features, is as follows:

1. Materials and processes selection: The comhination of resin and
reinforcement materials will drive the options available for the
manufacturing processes. In the current example a materials combination of
thermosctting polyester resin and E-Glass reinforcement is selected.
Thercfore, it leaves Hand Lay-up, Spray Lay-up and Vacuum Bag as thc
options available for the manufacturing process to hc used in the analysis.
Spray Lay-up is selected for this sample and as previously stated the target

values for the parameters to bc cvaluated in each feature depend on the
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combination of materials and manufacturing process selected for the

simulation.

Target values of the feature parameters: The set of target values for the
feature parameters are then searched in the database of FEBAMAPP and

they are as follows:

Tool-gap at the top of the Boss feature = 25 mm, this dimension

corresponds to the diameter of the circular surface of face F1.

Top fillet radins = 6.4 mm, this value is recommended aceording to
the values given in Table 3 for the selected manufacturing proccss.

This dimension corresponds to the face F2.

Regarding the draft angle there is a recommended value ranging
between 0.5 and 10 degrees, depending on the depth of the vertical
wall of the Boss feature according to the values given in Tahle 4 and

Table 5. Since the depth of this Boss feature is 45 mm, then:
Draft angle = 3 degrees.
This dimension corresponds to the slant of the face F3.

Bottom fillet radius = 6.4 mm, this value is recommended according
to the values given in Table 3 for the sclected manufacturing process.

This dimension corresponds to the face F4.

Tool-gap at the bottom of the Boss feature = 15 mm. This variahle
considers the distance between the bottom fillet of the Boss feature

and the closcst fcature or external edges of the part.

Application of the set of production rules: The rules are applied in a

sequential order as follow:

o IF diameter of face F1 is less than TARGET TOOL-GAP at the top

of the Boss feature, THEN the tool-gap at the top of the Boss feature

is too small. ELSE the tool-gap at the top of the Boss feature is OK.
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o IF minor radius of torus face F2 is less than TARGET TOP
FILLET RADIUS. THEN the TOP FILLET RADIUS is too small.
ELSE the TOP FILLET RADIUS is QK.

o IF slant of the cylinder face F3 is less than the TARGET DRAFT
ANGLE, THEN the DRAFT ANGLE 1s too small. ELSE the
DRAFT ANGLE is OK.

o IF minor radius of torus face F4 is less than the TARGET
BOTTOM FILLET RADIUS, THEN the BOTTOM FILLET
RADIUS is too small. ELSE the BOTTOM FILLET RADIUS is
OK.

o IF the closest distance betwecn the torus face F4 and the edges of the
face FS is less than the TARGET TOOL-GAP at the bottom of the
Boss feature, THEN the TOOL-GAP at the bottom of the Boss
feature is too small. ELSE the TOOL-GAP at the bottom of the

Boss feature is OK.

4. Results of the evaluation: Comparing the actua! internal and external
characteristics of the feature with the target values retrnieved from the
datahase, which should match the materials and manufacturing process
combination make the manufacturability analysis of this feature. The results

from such evaluation are:

o Actual diamcter of face F1 is equal to 5.0 mm, which is less than the
TARGET TOOL-GAP of 6.4 mm THEN the TOOL-GAP at the
top of the Boss feature is TOO SMALL.

o Actual dimension of the minor radius of torus face F2 is equal to 5.0
mm, which is less than TARGET TOP FILLET RADIUS of 6.4
mm THEN the TOP FILLET RADIUS is TOO SMALL.

o Actual slant of the cylinder face F3 is equal to 2.5 degrees, which is
less than the TARGET DRAFT ANGLE of 3.0 degrees THEN the
DRAFT ANGLE is TOO SMALL.
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o Aetnal minor radius of torus face F4 is equal to 5.0 mm, which is less
than the TARGET BOTTOM FILLET RADIUS of 64 mm
THEN th¢ BOTTOM FILLET RADIUS is TOO SMALL.

o The actual closest distance hetween the torus face F4 and the edges of
the face F5 is equal to 5.0 mm, which is less than the TARGET
TOOL-GAP of 15.0 mm at the bottom of the Boss feature, THEN
the TOOL-GAP at the bottom of the Boss feature is TOO SMALL.

5. Report of results: FEBAMAPP uses a series of dialog hoxes for displaying
the resnlts from the manutacturahility evalnation. A typical result dialog hox
uses the identification tag number of the faces being evaluated and the status
of the variables being considered for the evaluation in each feature. A sample
of this series of dialog boxes is included later in chapter 6 when a sample run

of FEBAMAPP is presented as part of the resnlts chapter.
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Chapter 6

6 SYSTEM IMPLEMENTATION
6.} Introduction

Developing an expert or knowledge-based system is never a straightforward work,
and developing FEBAMAPP wasn’t either. To arrive at the final architecture of the
system, and to deeide about the appropriate tools to be used for developing each
module of the system, several issucs were studied and it is the intention in this

chapter to point out some of those that were explored along the research work.

According to the natural tlow of information in the system the consideration about

developing tools to be chosen were as follows:

= By-directional data exchange between the solid modeller used by the

designer and the FEBAMAPP system.

e Design and training of the appropriate NN architecture to solve the feature

recognition problem stated as target of the application.

» Development of the inference engine to perform the feature evaluation or
manufacturability analysis of the model. This work is based on a set of
production rules related to the design and manufacture of reinforeed plasties

parts devcloped as part of this research.
s Report and visual feedhaek of the manufacturability analysis results.
6.2 By-Directional Data Exchange

In our atiempt to develop an application able to work using models developed in

different solid modellers and plattorms, a first approach was to use an international
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data exchange standard. Therefore, an analysis was carried out of the advantages
and disadvantages of the Imitial Graphics Exchange Specification (IGES), the
Exchange of Product Data (STEP), the Data Exchange File (DXF), and the ACIS
Text File (SAT) standards.

The IGES standard was developed in the later 1970s and adopted by the ANSI in
1981. This standard was developed mainly hy major US CAD vendors. and
employed as the format for the transfer of an ASCII file capahle of being exchanged
between any two systems. The first version ol IGES used geometric entities as a

hasic building block and allowed 34 different types of entitics to be used.

In the 1989 version 4.0 was introduced and for the first time IGES incorporated
some facilities for the exchange of data describing constructive solid geometry
(CSG) models. The alternative houndary representation (B-Rep) of solids was

incorporated in IGES 5.0 at the early 1990s.

The 1GES standard is essentially a specification for the structure and syntax of a
neutral file in ASCIL. The ASCII file is divided into 80 character records (lines),

terminated by semi-colons and subdivided into tields by commas. The five sections

of the file are:

e The start section, which is set up manually by the user initiating the 1GES
file, and which contains information that may assist the user at the

destination, such as the features and specs of the originating system.

o The global scetion, which provides in 24 ficlds the parameters necessary to
translate the file, including version of the 1GES processor, precision of

integer, floating-point and double precision numhers. drafting standards, etc.

e The directory section, which is generated by the 1GES pre-processor, and
which contains an entry for each entity in the file comprising a code
representing the entity type and sub-type and pointers to the entity data in

the next section.

e The parameter data section, which contains the entity-specific data such

as co-ordinate values, annotation text, number of spline data points and so
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on. The first parameter in each entry identifies the entity type trom which
the meanings of the remaining parameters may be derived. Each entry has a

pointer to the directory entry for the entity.

o The termination-section, which marks the end of the data file, and contains

subtotals of record for data transmission check purposes.

Because of the particular format chosen for ASCII files. they are rather long, and
substantially bigger than the CAD system data files that they represent. Also, and
perhaps because the vagueness in the speeification of the file they tend to be

unreliahle (MeMahon and Browne, 1993).

Although IGES is the dominant standard for CAD data exchange, a number of
alternatives or variant standards have been developed over the years, and further-
more there has heen some dissatisfaction in the underlying basis for IGES. These
factors have led to efforts to develop an agreed international standard to integrate
the previons work, and to provide an improved fundamental basis for standard
activities 1n this area. Vanouns projects and associated work in the area have been
drawn together by the 150 into a single unified standard called the Standard for
Exchange of Product Data (STEP).

The STEP standard improves npon IGES hy incorporating a formal model for the
data exchange, which is descrihed using a data modelling language called Express
that was developed specifically for STEP. In 1GES the specification describes the
format of a physieal file that stores all of the geometrie and other data. In STEP the
data is descnibed in the Express language, which then maps to the physical file. The
physical file does not then need to have a defimition of how, for example, a point

should he represented, but rather how Express models are represented in the file.

The Express language uses the entity as its basic element, which is a named
collection of data and constraints and/or operations on that data. The entity data is
expressed as a colleetion of attrihutes, which may be of a variety of types including
strings, real and integer numbers and logical or Boolean values, and ordered or
unordered collection of these termed arrays, lists, sets and bags. The attributes may

also he references to other entities, or again to arrays, lists or sets of these. A
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collection of definitions of cntities, and of the data types and constraints associated

with these. is known as a schema

At the present time, work is still continuing on the development of STEP. The
physical file specification has been completed and approved as an 1SO standard.
Significant progress has also been made in the specification of Express, and in the
storage of geometry within STEP, but the application models and protocols are still

under development (Shaharoun, et al, 1998).

In recent years CAD systems based on personal computers (PCs) have come to
dominate the CAD market in terms of number of users. Of the software written for
PCs, one program, AutoCAD hy Autodesk Inc.. has had a large market share and
has been very influential. This is particularly true in the SMMESs dedicated to the

manufacture of reinforced plastics parts in our target market for the use of

FEBAMAPP.

The way AutoCAD has in part captivated a large share of the market is hy the
approach the company has adopted for making it relatively straightforward for
third-party software vendors to develop software to work with AutoCAD or with
AutoCAD files. One way in which this is done is hy having different formats for the
storage of files. Some of them are in a compact binary form and others in a readable
form using ASCII. The format of this later form is used in files of the type DXF
(short for Data Exchange File).

The DXF format is quite verbose, and uses one line for each data item. For example
the definition ol a single line in the plane XY might he as follows (comments in

brackets):

LINE

8

0

10

-2.154 (first x co-ordinate)
20
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1.315 (first v co-ordinate)

g

8.341 (second x co-ordinate)
21

10.5 (second y co-ordinate)

0

More recently, AutoCAD included ACIS modelling, which is an object-oriented
three-dimenstonal (3D) geometne modelling engine designed to he used as

geometric foundation within virtually any end user 3D modelling application.

ACIS models can be saved as binary (*.sab) or text files (*.sat), also known as SAT
files. This kind of file integrates wire-frame, surface and solid modelling by
allowing these alternative representations of a solid to coexist naturally in an unified
data structure (Spatial Technology, 1998). Most important is the fact that SAT files
have an open format so that third part applications not based on AutoCAD can have
access to the ACIS model. The structure of the SAT file has two basic components

known as the geometry and Topology of the model.

Geometry refers to the physical items represented by the model (such as points,

curves, and surfaces), independent of their spatial or topological relationship.

The elements of geometry used in ACIS include points (APOINT), composite
curves (COMPCURYV), analytic surfaces (CONE, SPHERE, PLANE, TORUS),
interpolated curves (INTCURVES), analytic eurves (ELLIPSE, STRAIGHT), spline
surfaces (SPLINE), and mesh surfaces (MUSHSURF). The ACIS free-form

geometry routines are based on non-uniform rational B-Splines (NURRBS).

Topology describes how geometric entities ar¢ connected. The ACIS B-Rep of a
model has a hierarchical decomposition of the model’s topology into the following

objects:

e Body. It 1s the highest level of model ohjcet. A body is a collection of lumps

that have a common transform. It may be a wire body, a sheet body, or a

solid model.
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¢ Lump. It is a set of connected 1D, 2D, or 3D points in space that is

disjointed from all other lumps. Shells bind the lumps.

e Shell. 1t is a set of connected faces and/or wires. It can hind the outside of a

solid or an internal void (hollow).

¢ Sub-shells. Form a further decompasition of shells for internal efficiency

purposes of the ACIS model.

* Face. A connected partion of a surface hound by one or more loops of edges.
A face can be dounble-sided: in which case it is infinitely thin. It can also be
single-sided, in which case the face nommal vector points away from one side

of the face, and solid material is present on the other sidc of the face.

e Loop. It is a connected portion of a face boundary, which is made up of a
series of coedges. Generally, loops are closed, having no actunal start or end

point, but they may he open.
& Wire. It is a connected series of coedges that are not attached to a face.
e Coedge. Represents the use of an edge by a face or a wire.
* Edge. The topology associated with a curve. Vertices bind the edges.

e Vertex. A vertex bounds an edge. 1t is generally the corner of either a face or
a wire. A vertex contains a reference to a geometric point in abject space and
to the edge or edges that it hounds. The other cdges that meet at a given

vertex can be found by following pointers through the coedges ot the model.

SAT files arc now heing adopted by other solid modellers hased on the ACIS
technology, such as CADKEY, Mechanical Desktop, CATIA and Pro-Engineer,
which gives a broader options of application of FEBAMAPP. SAT files are, in
gencral, shorter than the DXF file for the same modelled part. The simplicity of
integration of a text file like the SAT file into the FEBAMAPP system force the
decision of using it as the by-directional exchange format between the solid

modeller and FEBAMAPP application. Appendix 3 shows a sample SAT ftile.
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6.3 Design of a Suitable Neural Network Architecture

Several references (Looney, 1993; Looney, 1996, Lankalapalli, ¢t al, 1997, Chen
and Lee, 1998, Onwubolu, 1999} pointed out from the beginning of the system
development process that a muolti-layer feed-torward network was the most
appropriate NN architecture tor the feature rccognition problem stated in this
research. But, as stated in Chapter 2, section 2.6.4 there are a few questions
regarding the design and training of an NN that need to be solved by a trial-and-

error approach.

One of the avenues explored, as part of the NN architecture design was the number
of neural networks required to solve the recognition prohlem. On this matter, a first
attempt for using a set of only two NN, to recognise the eight features object of this
research, was made. To achieve this objective, it was required that each NN be able
to recognise four (4) of the features plus a non-recognising feature output, which
means that there were five (5) classes that needed to be recognised by the network.
Following the recommendations given by Looney (1996), the number of neurons in
the hidden-layer of the nctwork was set to ten (10), which is two times the number
of classes to be recognised. This initial architecture was crcated and a training
attempt was made, which presented a long learning time and a lack of convergence

in most cases.

The approach used to overcome the problem of convergence presented by the first
architecture was to reduce the numher of classes to be recognised by each NN.
Therefore, the numher of classes was set to two (2), which means that one (1) NN
was necessary for recognising cach feature. Following Looney's recommendations,
then the number of neurons in the hidden-layer was reduced to four (4). This new
architecture was successful in terms of convergence. mecaning that each NN was
able to recognise the feature it was trained to do. Also, the training time was
dramatically reduced from more than one (1) hour in most cases to only a few

minutes {7 minutes in the worst case).
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6.4 The Inference Engine

The main requirement regarding the inference engine was that it had to be created in
such a way that it were able to handle the different types of infarmation and able to

link the different modules af the FEBAMAPP system.

It was required that the system was able to read the SAT file and get the geometric
and topologic information of the salid model. Also, the system needed to codify the
model and use such a code as input to the NN system for feature recognition.
Finally, the system nceded to pass the information from the feature evaluatian
module hack to the SAT file for display of the results in the original solid modeller

used by the designer to create the madel.

There was not an obvious deeision about what programming language was the most
suitable for such a complex task. Nevertheless, it was possible to identify a series of
facilities that the programming language must have to facilitate the development of
FEBAMAPP. Those facilities include those conventionally found in many high-
level languages, such as declarable variables and arrays, data structures, cantrel and
data manipulation statements, file handling and so on. They also include statements
for nse of the system’s user interface such as display of menus ta the user or to

interactively input data to the application.

Among the high-level] languages able to satisfy the mentioned requirements are
Fortran, Pascal, C and C++. Out of this options C++ is the most frequently used for
graphic programming and as a matter of fact it is being used to develop AutoCAD
and some other solid madeliers. Also, the possibilities of nsing an c¢cxpert system
shell such as FLEX was studied, but the complications in transferring informatian

hetween the different madules of FEBAMAPP made impossible to use it.

The familiarity of the researcher with C++ programming language also influences
the decision of adopting it as the programming language for the development of
FEBAMAPP. This resecarch grant had a limited period of time; theretore reducing
the averall time required for developing the application hy reducing the nccessary

training of the researcher was crucial for the sueecess of the praject.
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6.5 The Final System Framework

Figure 38 presents the framework of the Feature-Based Manufacturahility Analysis
ol Plastics Parts (FEBAMAPP) system. The system evaluates thc model starting
with the pre-processing of the text file of the part (ACIS file), which is used in the
automatic feature recognition module using a neural network system. This is
tollowed by an evaluation of internal and cxternal characteristies of all features
identified and end up with a feedhack to the designer in terms of design suggestions.
Design suggestions are focused on those features, which may represent problems at
manufacturing stage and they do not attempt to he general design suggestions for the

whole model.

Figure 38. Framewark of the FEBAMAPP system.
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The product concept development process is rather complex in that requires a set of
assumptions to simplify the task. The assumptions included in this system are that
the market has heen analysed, the need for a new product has been identified, design
requircments and product constraints have been defined, and the functions of the
mould reinforced parts or components have been identified hased on design
requirements and product constraints. The FEBAMAPP system focnses on
evalnating proposed models at the early stage of the product development process

using a rule-based cxpert system.

According to the human experts, the types of knowledge related to reinforced
plastics manufacturing processes are usually represented in forms of equations,
tables, rules of thumb and design constraints related to materials and/or processes.
The frame-based representation method 1s nsed in FEBAMAPP to present the
knowledge of each particular feature, while the rule-based knowledge representation

is used to represent the decision logic and features mapping.

The declarative knowledge or facts used in FEBAMAPP can be broadly classified as

follows:

o Feature knowledge (dcsign constraints).

o Plastic material knowledge (plastic matrix).

e Reinforcing material knowlcdge (reinforcement fibre).

e Equipment and tooling knowledge (manufacturing processes).

e Design of mould components (knowledge and judgement).
The rules can be broadly catcgonsed as tollows.

o Rules for recognising features.

e Rules for material selection.

» Rulcs for process selection.

e Rulcs for evalnation of internal characteristics of features.

e Rules for evaluation of external characteristics of features.

FEBAMAPP uses the forward chaining instead of hackward chaining based on the
fact that forward chaining systems are used to solve problems oriented to data or

diagnostic where the input facts are known and the user is looking for the derived
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output. Besides, forward chaining allows a simpler and bectter efficiency in

execution.

The inference process begins with the information currently provided by the pre-
processing of the SAT file of the solid model of the part and draws conclusions,
according to the conditional rules that 1t knows already. During this process, it may
request furthcr details from the user such that proper selection of materials and
manufacturing process ecan be used during the inference process. Eventually, it will
arrive at logical consequences, which it then gives as its decision and a report in

terms of design suggestions is generated.

6.51 The Prototype System

A prototype system has heen developed as a Windows Application using Borland
C~++ according to the framework presented ahove and it consists of several modules

as follows:

o Pre-processing of Sat file (PRESAT).

e Automatic feature recognition {AFR).

e Post-processing of the Sat file (POSTSAT).
o Material selection (MS).

e Process scleetion (PS).

e Manufacturability analysis (MA).

e (Generate Report (GR).

The system is designed to run the modules in sequential order and modular reports

of partial results from each module are available to the designer if required.

6.5.2 Program Structure

The source code of the program is distributed among several filcs. The file named
feat5.h', contains classes and data transfer structure declarations used for handling
and transferring data between the program munctions. Also, there are two files with
extension "*.cpp” called features.cpp' and functs5.cpp’, which contain the main

function code and the member tunctions code of the program respectively.

By using ohject onented programming tcchniques in the source code the 'main

window', the 'child windows', the ‘menu’, and the 'dialog boxes' are built, All these
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elements are called into the application by using identitiers saved 'feat5.rh’,

associated to the resource files feat5.h'and ‘feat3.rc¢'. when they are required.

The sequence of using the main menu of the application is very important and it
should follow a logic sequence associated to the manufacturc proccdures of

reinforced plastic componcnts. Such a sequence is given by:

¢ Indicate the SAT file to be processed by thc FEBAMAPP system.

o Select the teatures to be identified. At this point the user may select either all
features in the model or any particular comhination of teatures availahle in
the system.

e At this point the previously identified features are ready to be displayed and
the user can choose between displaying all features or one feature at the time.

e |t is intcnded that the mannfacturability analysis pertormed hy FEBAMAPP
to be driven by the manuofacturing process selected to produce the part.
Theretore, the next step is to sclect the manufacturing process from the
options available in the system.

e Next stcp involves selecting the intended materials to be used in the
manufacturing of the part. The system store information related to several
resins and reinforcements availahle in the market and the options for
comhination of such materials is constrained hy the manutacturing process
selected in the previous phase of the analysis process.

e Once features have been identitied, and process and materials selected, the
user is able to proceed to thc cvaluation of the teatures. Once more the user
has the option to perform evaluation of all features identified in the model or
perform evaluation of a spccific type of feature or evaluation of a particular
feature, which can he identitied hy its 'face tag’ identifier.

¢ Finally, the model's mannfacturability evaluation results are ready to be
shown. There are two options availabic to show results of this evaluation.
The first option is a text report including information ahout all features
identified in the model plus its internals and cxternals characteristics
evaluation. This option does not include hy itself any graphical information
of the model, but it can be used in comhination with the intermediate SAT
files generated by the application and displayed using any solid modelier

capable of handling SAT files such as AutoCAD. The second option will
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show evaluation results on the screen hy using a combination of text
information and a display of graphical feedhack of the features. By using the
"help” option availabhle on this 'Results window' it is possihle to obtain
design recommendatinns related to the manufacturability difticulties found

during the manufacturability analysis of the model.

Details about how to use all 'dialog boxes' and their availahle options are included in

the sample run of the system shnwn in the next section.

6.6 Sample run

Sample part reall.sat, shown in Figure 39, will be uscd in the sample run of
FEBAMAPP system to show how to use the system in performing manutacturability

evaluation of a rcinforced plastic modelled part.

The application must be open by running the executahle file FEBA.exe from the
directory where it had heen installed. In this case it is installed in the FEBA
directory in the C drive. Running “Feba.exe” file will open the main window of the

application as it is shown in Figure 40.

The main window of the application has all capabilitics of a traditinnal Windows
applications program based on the objects nriented programming (OOP). It can be
moved, sized, or hidden according to the user convenience. The main menu of this
window ofters to the user aceess to all manufacturahility analysis options available
in the application. Moreover, there is a logical sequence on calling the application

functions, which must be followed to assure success of the model evaluation.

First, select the "SAT File” menu option from the main menu and then click on the
‘procecd’ option. Alternatively click in the icon located below the SAT File option of
the main menu. Either option will open the 'Open SAT File' dialog window, as it is
shown in Figure 41. In the "fext box’ next to the "SAT File name:" captinn, type the

name nl the SAT file corresponding to the part to he analysed.
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Figure 39. Reall.sat model to be used in the sample run of the system.

SAT File  ldentdy Display Matetials  Evaluste Process Repoit Help
Fi8 EVWH
[ 2] Bl
Choose a menu option NUM

Figure 40. Main window of FEBAMAPP application.

The name of the file must be followed by its extension (*.sat), and then click on the
"OK" hutton to proceed to the pre-processing of the Sat file. The "Cancel” option
will close the apphcation. Pre-processing the SAT file means transfcrring the solid
model information stored in the SAT file to the data structures in the FEBAMAPP

system. Data structures will be used in the following steps of the evaluation process.
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Confirmation from the system that it had finished pre-processing the SAT file and
all data structures had been created successfully is given in a message box as shown

in Figure 42.

SAT Fie |dentily Display Malerias Evaluale Process Repot Help

[ S ] T 00 O]

SAT File name:  |reall.sat
Qam:el| Help |

Choase amenu aplian NUM .

Figure 41, 'Open SAT File' dialog box.

SAT File )danlily Display Malanalz Evaluate FProcess Repant  Halp

8 [~ [ [0 [

- Pre-piocessing SAT file completed !!
Data Stuctures successiully created !
Pioceed o next stage: Featuwe Identilication.

oK

Choose a menu oplion NUM

Figure 42. Confirmation of pre-processing sat file successfully complcted.

Now pracecd to sclect the "ldentify” option in thc main menu. This menn option can
also be activated hy clicking on the icon located below the "ldentify” option in the

main menn, which will open the "ldentity Features” dialog windows shown in

Figure 43.
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The options available in this dialog box allow the user to select the desired features
to be identified in the model. "All Features™ option as suggested by its name will
perform an identitication task, which will look in the model for all features the
system was trained to identify. Also, the user is allowed to choose any particular
eombination of features from the available list to be identified 1in the model. The
"All Features" option has priority over the list of features option, which means that if
"All Features" is selected the features in the list are not available and to make them

availahle then "All Features” must he inactivated.

SAT Fie |derbfy Display Malesials Evaluale Piocess Hepat Help

Il I

¥ All Features

Select Features: [ Pockets
™ Circular Pockels
™ Protrusions
I Bosses
™ Slois
™ Steps
™ Blind Steps
" Through Hales

1] 4 Cancel Help

Choose amenu aption NUM

Figure 43. l1dentify Features dialog box.

The "OK" button will perform the identification of the features accordingly to the
option selected by the user. The "Caneel” option will close the dialog box with a
wamning message telling the user that no identification option has been selected. The

“Help™ option will open a help file with information ahout the current dialog
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window and links to further information ahout the system, other dialog windows and

commands available in the application.

At the end of the identification proeess a message box is generated by the system
eontaining information about the features found in the model and their
corresponding tag nurnbers to identify their main faces. Finally, therc is a note
advising the user that the identification matrix has hcen successfully built and he/she

may proceed to the next stage of the analysis, as shown in Figure 44.

SAT File Idently Display Matenalt Evalusle Fiocess Repat Help

(10

HI

Fealure conesponding to FACE Jis a THROUGH HOLE
Featuie conesponding to FACE 1115 a THROUGH HOLE
Featuie corresponding to FACE 16is a THROUGH HOLE
Feature corresponding to FACE 164 is a PROTRUSION
Feature carresponding lo FACE 4168 s a PROTRUSION
Featurie correspondng lo FACE 3797 s aSTEP

Featute conespording 1o FACE 4366 15 a SLOT

Featuie conesponding lo FACE 1B14 15 aBind STEP
Feature coresponding to FACE 323215 a BOSS

All Feature |derdiication task successhul Il
Please go o next stage

—

Choose a menu option NUM

Figure 44. Confirmation of success in the feature identification task.

At this point the user may select the main menu option "Display” or the “Materials
Selection™. The first option will prepare all necessary SAT files for displaying the
features accordingly to the selected option in the Display dialog box shown in

Figure 45. The second option will open the ““Materials Selection™ dialog hox. The
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actual display of the features for visual fecdback of recognition and/or evaluation is
made in the current application used by the user to create the original model of the

part, Mechanical Desktop trom Autodesk in the current application.

A new option is available in the “Display” dialog box, which allows the user to
prepare a file to display a particular feature on the screen. In general the display of
teatures will use a colour code corresponding to each type of feature as a manner of

highlighting it from the rest of the model features or faces.

SAT Fle Identify Display Matenals Evaluate Piocess Repoit Help

\-Iﬁl.hﬂlcﬂ

¥ All Features

™ Packets

[ Circular Pockets
™ Proirusions

" Bosses

™ Slots

[ Steps

" Blind Steps

[T Through Holes

Face Number:

Chaoose a menu option NUM
Figure 45. "Display Features' dialog box.

Figure 46 shows sample part reall .sat after the “Display” processing of the tile using
the “All Feature™ option. It is possible to observe a total of 9 features identified
using the feature colour code. The feature recognition module was vsed to identity

these features and results were shown in Figure 41, The factor of confidence for the
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recognition of these features is not shown in the “Message Box™ hut 1t is available in
the written report of the teature recognition and manufacturability evaluation nf the

model.

Threshnld for recognition on the Neural Network System (NNS) was set to 0.9
(90%), during the training of the system, to reduce the training time required and
also to avoid over-training allowing the NNS to generalise under the presence of
unknown data. The confidence factor for identification of features in this particular
example range between 93.2% for Slot, to 99.9% for Protrusion. The Boss and Blind
Step features, used ta highlight the manufacturability analysis of this sample part,

were identificd to a eonfidence value 0f 99.0% and 98.0% respectively.

Figure 46. Visnal display of the feature identification resufts.

As previously mentioned, after completion of the feature identification task, if the
user chooses to carry on with the manufacturahility analysis of the model then
he/she must advance to the matenials seleetion stage by elicking on the “Matenals™

nption in the main menu. Also using the icons located below “Materials™ in the main
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menu can activate this option. There are two icons available: the first one is used to
open the dialog box corresponding to the selection of resins and the sccond icon for

opening the dialog hox corresponding to the reinforcement selection.

The “Resin Scleetion™ dialog box shown in Figure 47 presents to the user the option
of using thermosetting or thermoplastic resins for the analysis. The resin to be used
will depend on the design requirements of the modelled part. Along with the resin
available in the system, this dialog box also offers the user a “"Help” button, which
will open a help file containing advice and information regarding selection of rcsins
for reinforced plastic applications. 1f the user selects no particular resin, then the

defanlt option (Polyester) will be used in further stages of the manufacturability

analysis process.

SAY Fle Identity Display Matenals Evaluate Process Report Help

o o =BT R L] O] [

i |
Select one resin:
Thermoselling Thermoplastics
" Epoxy " Nylon
& Polyester " Palypropylene
C Vynil ester
|- 0K ] Cancel Help
Choose & menu aptian NUM

Figure 47. Resin Selection dialog box.

Next the user must select the kind of reinforcement to he used for the analysis.
Figure 48 shows the reinforcement options availahle in the FEBAMAPP system,
where the default option is to use E-Glass rcinforcement fibres. Once more,

FEBAMAPP presents the user with the “Help™ button. which will open a help file
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with information regarding properties and applications of the fibres availahle in the

system.

After selection of materials is complete, the next stage is to select the manufacturing
process to be used during the manufacturability evaluation of the modelled part. It 1s
known that design characteristies can be constrained upon the materials and
manutacturing process intended to be used during the manufacture of the reinforced
plastic components, therefore the appropriate combination of those elements is vital

for the success of the final product’s design.

SAT File |dentfy Display Matenials Evaluate Process Report Help

lml |_I 1B |EVH |PHO _li D

Select one reinfoicement:
Aeintorcements

@ E-Glass
C C-Glass
C Aramid
€ Caibon

| oK |! Cancel Help

Choase a menu option NUM l

Figure 48. Reinforcement selection dialog box.

Figure 49 shows the “Process Selection™ dialog box where it can be observed that
“Hand Lay-up™ is the default manufacturing process to be used in the analysis. The
“Help™ button will open a help file containing useful information about the
manulacturing processes available in the system. Also, this help file will give some
hints and suggestions to the designer about selection of appropriate manutacturing
process based on the production rate required for a particular model and the

materials to be used during manufacture.
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Following the materials and process selection stage the evaluation of the model ean
be completed. This can be done by selecting the “Evaluate™ option in the main menu

of the application or by vsing the icon loeated below such menu option.

L'-'-|D|x|-|

SAT File Identry Display Matenals Evaluate Process Repot Help
vE |F1B EVER PRO [ o]

-alf L W ©‘

Select ane piocess :

Piocesses availahle:
¢ Hand Lay-up

C Spiay lay-up

" Vacuum Bag

" Cold Piess

" Hot Press

Cancel Help

Choose a menu optian NUM

L —

Figure 49. Process Selection dialog box.

Either one of them will open the “Evaluate Features™ dialog box, where the user is
presented with a set of options for evaluation of the model as can he seen in Figure
50. When “All Features™ option is selected FEBAMAPP will present results nsing

one Message hox for each feature in the model in sequential order.

Figure 51 presents the result dialog box corresponding to the evaluation results of
the Boss feature in the sample part Reall.sat. Results are presented using the face
tag number identitying the feature, then the name of the variable being evaluated
and its eorresponding face tag numher. Finally, the status of the variable as a result

of comparing its actual value with the suggested values stored in the system

database.



CHAPTER 6: SYSTEM IMPLEMENTATION 121

SAT File |dentdy Duplay Maiensis Evahiaie Process fRepot Help
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Select Features! [~ Packeis
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Figure 50. Evaluate Features dialog box.

SAT File Idertify Display Materials Evaluate Process Repoit Help

L1 [ []

Boss Feature 3232 has a TopHillet of Face 2276 too small.
Boss Feature 3232 has a D/H ratio of Face 2762 too small.
Boss Feature 3232 has a Diaft-Angle ot Face 27682 OK.

Boss Feature 3232 has a Bottom-Fillet of Face 1028 too small

o]

Choose a menu option ~NUM

Figure 51. Result of the Bass feature evaluation.

At the same time that the message box with the results of the evaluation is presented
on the screen, FEBAMAPP will also create an SAT file to graphically display the

results of the evaluation using the original solid modeller. Red colour will be used
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for those faces in each featurc that failed the evaluation, for instance the top fillet.
draft angle and hottom fillet of the Boss featurc in the sample part Reall.sat as

shown in Figure 52.

Figure 52. Graphical display of the evaluation results of the Boss feature in the
sample part Reall.sat.

Each feature has particular characteristics that require checking. Basically the
process consists of calculating or obtaining values of each charactenistic and
comparing those values against the target values stored in the database. The possible
outputs tfrom this checking process is, in the first place, that the feature characteristic
is ‘OK’ which means that the particular dimension is acceptablc according to the
expert’s recommendations. In the second place, the output could be ‘Small’, which
represents a possible difficulty at manufacturing time. requining some redesign of
the part. A third option is that the variahle value is ‘Large’, which for some features

also may represent manufacturing inconveniences.
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The same procedure as previously used for the evaluvation of the Boss feature is
followed for the evaluation of the Blind-Step feature. Also the same materials and
manufacturing process are heing used for the evaluation of this feature in the sample
run of the system, therefore its corresponding materials selection dialog boxes will

not be presented.

Figure 53 shows the dialog box with the evaluation results ot the Blind-Step feature
identified in the sample part Reall.sat. Onee more, the pattern used for the results is
used. Feature type, tag ideutification numbcer of the face corresponding to the
feature, variahle being evaluated and tag number of the face correspounding to the

variable, and finally the status of the variable.

SAT File |dently Duplay Maenals Evaluale Pocess FRepot Help

[

Sind-Slep Featue 1814 has a Mar tillet oo smalk

8hnd Step Featuie 1814 hat a Dialt-Angle of Face 1799 0K

Bhnd Step Featue 1814 has a DialtAngle o F ace 639 too small

8ind Step Fealwe 1814 ha: a Lateral Diafi-Angle of Face 1419100 1mal
ghnd Step Feahue 1814 has a Lateral Dial-Angle of Face 305 oo smal.

0K

Chonse a menu optian NUM

Figure 53. Result of the Blind-Step feature evaluation.

Also, a graphical display is created by FEBAMAPP aud it can he used in
conjunction with this "Message Box" and the text report ot the evaluation of this
sample part, which contains the full information of the model evaluation and feature
characteristics. Figure 54 shows the graphical display of the evaluation
corresponding to the Blind Step feature in sample part Reall.sat. As usual red colour

is used to identify those faces corresponding to features that fail to pass the

evaluation.
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Figure 54. Graphical display of the evaluation results of the Blind Step featore
in the sample part Reall.sat.

Evaluation results of the internal characteristics of Boss and Blind-Step features in
Reall.sat sample part are resumed in Table 10 and the corresponding evaluation of

external charactenstics in Table 11.

The final step in the analysis process 1s to create a text report of the results.
Selecting the main menu option “Report” will open the “Report” dialog box, as
shown in Figure 55. Actually we had been using the “Screen Report™ option as the
default option, which presents immediate results on the screen as soon as the
calculations are finished. The text report will create a text file called “Feature.out™
and save it in the FEBAMAPP directory containing all the modelled part
information and the results of the feature recognition and manufacturability analysis.

A tull text report of Reall.sat sample part is presented in Appendix 4.
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SAT File |dently Display Malerials Evaluale Process Repat Help

gl ™1 RO R e e

Select Type of Report you want
Aepart Types:
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Cancel Enors

o]
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Figure 55. ‘Report’ Dialog Box.

Table 10. Evaluatiou of interual characteristics of features in sample part 1.

TARGET STATUS
FEATURE INTERNAL ACTUAL Hand Pressure- Hand lay- Pressure-
CHARACTERISTIC | VALUES lay-up Bag up Rag
| BOSS | Top-fillet 4 64 | 125 Small Small
Bottom-fillet 4 6.4 12.5 Small Small
Diameter 30 - - - -
High i3 25 - - -
D/H 0.86 2.5 1.5 Small Small
Draft - angle 5 2 6 OK Small
BLIND | Main fillet 4 6.4 12.5 Small Small
-STEP | Lat. Draftangle | 5 2 6 OK Small
Lat. Draft angle 2 5 2 6 OK Small
Main Draft angle 5 2 6 OK Small

Table 11, Evaluation of external characteristics of features in sample part 1.

EXTEKNAL ACTUAL TARGET STATUS
FEATURE | CHARACTERISTIC VALUES Hand Pressure- Hand lay- | Pressure
lay-up Bag up Rag

BOSS Distance to 35.0 25.0 20.0 OK OK
adjacent teature
Distance to a 30.0 250 20.0 OK OK
border

BLIND | Distance to 40.0 30.0 20.0 OK OK
adjacent feature

-STEP | Distance o a 45.0 25.0 20.0 OK OK
border
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Also the user has aeccess to information regarding the design errors found in the
modelled part and the manufacturing implications that they may have in the product
development proeess. The “Errors™ option in the “Report™ main menu option will
open a help file with the information eoncerning the design errors found during the

evaluation of the model, as shown in Figure 56.

.EII n
Fae [8d Sccipuk (oices Heb
Swloct Teme ol Aaport pou wanl Isdﬁl"ll vom | Boct
Evahation Report
= Scieen Aepoi
™ Watan Aopust The dengner can use the follounng frahie dengn pacameters (o verdy

the reasons why any parnculse festare e danng the Marafac e shalay
analyns [nformaton 1ogs Sng the reatons why & parteular beahus
parameter 18 ¢ codvdered 1o be a potental marafa tunng problem u
also cmded ar the feature de npn paw et

FEATURE DESIGN PARAMETERS

Fockat Dasign Paramatars

Protrusion Design Paramatars

Curcular Pocket Design Paramaters |
Step Design Parameters

Blind Stan Dasiaon Paramelars

Slot Design Pararmalars

Through Hole Design Paremeters

Boss Desion Paramalers

Figure 56. Help display af the evaluation repart.
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Chapter 7

7 RESULTS AND DISSCUSION OF RESULTS

7.1 Results

This chapter will present results from different sample parts used to show the
performance of FEBAMAPP regarding the feature identification task as well as the

feature evaluation.

The expert at Pearl GRP was confronted with typical orthogonal views of the sample
parts, where he identified the main features that might represent potential threats for
the manufacturing of the proposed design. Also, the cxpert was asked to evaluate
those features that he identified in the previous stage, in terms of manufacturability

of the madel.

This chapter will also illustrate the comparison hetween the results obtained using
FEBAMAPP and those results given by the expert evaluation of the sample parts in

terms of manufacturability and evaluation time.

The results are presented in terms of factor of confidence for feature recognition
when using FEBAMAPP and status of the variables heing evaluated as part of the
manufacturability analysis. Also information is ineluded regarding the time required
completing the reeognition and evaluation of each feature in the sample parts by
both, FEBAMAPP and the expert. Finally, results of the manufacturability analysis
performed by the manufacturing expert in Pearl GRP Industries LTD are presented

in this chapter.
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7.1.1 Sample part1

Reall .sat is used as the first sample-part, which has 166 faces and includcs nine (9)
features. Figurc 57 shows results of feature recognition including the recognition
confidence factors for cach one of the features identified in the model by

FEBAMAPP. ft was assumed that Spray Lay-up would be used for manutacturing
the part.

Next, there is a transcription of the file FeatlD.out, which contains results ot the
feature recognition and feature evaluation corresponding to the sample part number
| being evaluated. This is a standard text file created by FEBAMAPP's Results
module as part of the evaluation feedback tacilities of the system. Since the file is
too long to be completely displayed in this section, then faces not relevant to the

identification and evaluation of features have heen deleted from the original file.

FEATURE {IDENTIFICATION RESULTS

Potential Feature Matrix
Confidence Factars

Face Pock  Step Boss Prot Slot Thol Cpck Bstp
1.2e-11 1.4e-07 2.5e-06 2e-15  4.3e-13 099 0.00013 R.9e-13

11 1.2e-11 1.5e-07 6e-07 23e-15 l.1e-14 0.99 0.00023 7.1e-13
L6 1.2e-11 1.5e-07 6e-07 23e-15 l.ie-14 0.96 0.00023 7.1e-13
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164 1.2e-11 0.00019 0.0002 0.98 0.0032 0.00033 0.2 4.5e-13
4168 1.2e-11 2.7e-05 5.9e-05 0.99 3.2¢-07 5.3e-07 6.3e-06 3.9e-13
3797 1.2e-11 0.94 4. 5e-11 1.Re-15 2.6e-10 0.0096 00036 1.le-12

4366 1.2c-11 1.1e-07 0.00015 1.5¢-15 096 4.8¢c-11 1.le-06 1.0e-12
1814 1.5e-10 2.4e-08 5.8¢-05 1.5e-15 3.1¢-05 4.8e-12 0.00096 0.98
3232 1.2e-11 5e-08 0.98 1.5¢-15 6.6¢c-16 9.8e-11 89e-06 3.5e-13

FEATURE IDENTIFICATION REFORT
Feature carresponding to FACE 9is a T_HOLE

Feature carresponding to FACE 11isa T_HOLE

Feature corresponding to FACE 16isa T HOLE

Feature corresponding to FACE 164 is a PROTRUSION
Feature corresponding to FACE 4168 is a PROTRUSION
Feature corresponding to FACE 3797 is a STEP

Featurc corresponding to FACE 4366 is a SLOT

Feature corresponding 1o FACE 1814 is a B STEP
Feature corresponding to FACE 3232 is a BOSS

FEATURE EVALUATION REPORT

T Hole Feature 9 requires special moulding process.

T Hole Feature 9 can he moulded in the pant

T Hole Feature 9 has a cylinder angle that needs to be aligned to Z-axis

T Hole Feature 11 can he moulded in the part
T Hole Featre 11 has a Drafi-Angle of Face 164 OK.

T Hole Feature 16 can be moulded in the pan
T Hole Feature 16 has a Draft-Angle of Face 164 OK.

Protrusion Feature 164 has a Top-fillet of Face 1824 too small
Protrusion Feature 164 has a Top-fillet of Face 1393 too small
Peotrusion Feature 164 has a Top-fillet of Face 932 too small
Protrusion Feature 164 has a Top-fillet of Face 560 o0 small
Protrusion Feature 164 has a Draft-Angle of Face 1944 too small
Protrusion Feature 164 has a Drafi-Angle of Lace 1937 too small
Protrusion Feature 164 has a Draft- Angle of Face 2311 OK

Protrusion Feature 164 has a Draft-Angle of Face 118 too small
Protrusion Feature 164 Bottom-Fillet: Fillet of Face 1944 doees not exist
Protrusion Featmre 164 Bottom-Fillet: Fillet of Face 1937 does not exist
Protrusion Feature 164 has a Bottom-Fillet of Face 3676 too small
Protrusion Feature 164 Bottom-Jillet: Fillet of Face 118 does not extst

Protrusion Featre 4168 has a Top-fillet of Face 4258 too small
Protrusion Feature 4168 has a Top-fillet of Face 4003 too small
Protrusion Feature 4168 has a Top-fillet of Face 3607 too small
Protrusion Featurc 4168 has a Top-fillet of Face 3455 too small
Protrusion Feature 4168 has a Drafi-Angle of Face 4243 OK
Protrusion Featurc 4168 has a Draft-Angle of Face 4175 OK
Protrusion Feature 4168 has a Draft-Angle of Face 1937 too small
Protrusion Feature 4168 has a Draft- Angle of Face 118 too small
Protrusion Feature 4168 has a Bouom-Fillet of Face 4540 too small
Protrusion Feature 4168 has a Bottom-TFillet of Face 3797 too small
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Protrusion Feature 4168 Bottom-Fillet: Fillet of Face 1937 does not exist
Protrusion Feature 4168 Botom-Fillet: Fillet of Face 118 does not exist

Step Feature 3797 has a Main-fillet too small

Step Feature 3797 has a Draft-Angle of Face 4175 too small
Step Feature 3797 has a Draft-Angle of Face 1958 OK.

Step Feature 3797 has ao external fillet of Face4003 too small.
Step Feature 3797 has an external fillet of Face767 too small.

Slot Feature 4366 has a bottom-fillet of face 3888 too small.
Slot Feature 4366 has a bottom-fillet of face 3210 too small.
Slot Feature 4366 has a hottom-fillet of face 4540 too small.
Slot Feature 4366 has a bottom-fillet of face 3676 100 small.
Slot Feature 4366 has a Draft-Aogle of Face 1937 too small
Slot Feature 4366 has a Draft-Angle of Face 118 too small
Siot Feature 3366 has a Drafi-Angle of Face 4243 OK

Slot Feature 4366 has a Draft- Angle of Face 2311 OK

Slot Feature 4366 Top-Fillet: Fillet of Face 1937 does not exist
Slot Feature 4366 Top-Fillet: Fillet of Face I8 does not exist
Slot Feature 4366 has a Top-Fillet of Face 4258 too small
Slot Feature 4366 has a Top-Fillet of Face 932 100 small

Blind-Step Feature 1814 has a Main-fillet too small

Blind-5tep Feature 1814 has a Draft- Angle of Face 1799 OK

Blind-Step Feature 1814 has a Draft-Angle of Face 689 too small
Blind-Step Feature 1814 has a Lateral Draft-Angle of Face 1419 too small.
BRlind-Step Feature 1814 has a Lateral Draft-Angle of Face 305 too small.

Boss Feature 3232 has a Top-Fillet of Face 2276 too small.
Boss Feature 3232 has a D/H ratio of Face 2762 too small.
Boss Feature 3232 has a Draft-Aogle of Face 2762 OK

Boss Feature 3232 has a Rottom-Fillet of Face 1028 too small
END OF FILE

Regarding the FEBAMAPP’s processing time for each stage of the recognition and

evaluation process the results for sample part | are as follows:

Pre-processing including feature identification: 24 sec/all features.
Preparation of ldentification Display files: 51 sec/all features
Evaluation inelnding Display files: 26-sec/each features,
average.

Figure 58 shows the SAT files created by FEBAMAPP as part of the feature
evaluation proeess 1o display the results in the modeller used hy the designer to
create the model of the part. Red colour faces are used to highlight those faces that
fail to pass the evaluation and they are in agreement with the results shown in the

output text file FeattD.out. There is one SAT file for each feature being considered
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for evaluation and they ean he displayed individually or in a group as it 1s displayed

here.

Figure 58. FEBAMAPP manufacturability evalvation resnlts of sample part 1.

Regarding the identification of the features, there was a complete agreement with the
features identified by the expert and those identitied hy FEBAMAPP, which means
that FEBAMAPP was able to identify 100% of the features present in the model.
FEBAMAPP achieved the recognition task with a recognition confidence factor
ranging between 93% and 99% as it is shown in Figurc 57. The expert’s time
required for feature identification was only a minute, which does not represent a big
difference with the performance of FEBAMAPP that uses 24 seconds to recognise
the features in this sample part. Therefore, it is possihle to say that the recognition

results from FEBAMAPP are as expected for sample partl.

The results from the evaluation performed by the expert can be resumed as follows:
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e In general terms all fiilets used in the part were not in concord with the
recommended valucs for the manufacturing proeess selected, which
according to the expert must be as large as possible and shouid not have less

than 6.0 to 8.0 mm.

e Also, in the first instance of the evaluation a eomment in reference to the
draft angles used and the expert raised the doubt about their eorreetness.
After a elose eheek of the information given in the orthogonal views of the
part, a definitive judgement was given in reference to this variable with the
argument that they were too small in relation to the dimensions of the part

and the manufacturing process selccted.

e The Boss feature was considered too tall in relation to the diameter of the
cone. Recommendation was given as to incrcase the diameter of the boss or
deerease its length such that a proper tool gap for laying and rolling the
material during produection would be given. There was no ohjection
regarding the position of the Boss feature 1n relation to the other features in

the part.

* Regarding the cvaluation of the Blind-Step, Slot, Step and Protrusion
features, according 1o the expert, they did not present prohlems beside thc

faet that the fillets and draft angles were too small as pointed hefore.

¢ Finally, no prohlems were found related to the Through-Hole features A and
B. There was suggested to drill them atter euring of the part as to reduee
complexities of the moulding process. Almost the same result was obtained
from the analysis of Through Hole C. it was also pointed out that it this type
of moulding were required, then special moulding procedures would be

necessary to faeilitate the de-moulding process because it was not aligned to

the Z-axis.

Evaluation results from FEBAMAPP are as expeeted for sample part 1, and they are
shown in the Features Evaluation Report. The time required by the expert to perform
the manufacturahility analysis of this part was slightly over 15 minutes, which is
approximatcly 7 times greater than the time used by FEBAMAPP to perform the

evaluation to the same sample part.
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FEBAMAPP creates, simultaneously, a text file and a graphic-display file where all
results from thc evaluation are available for future reference by the designer and/or
manutfacturer. If the expert were asked to write a report about his evaluation of the

part. then 1t would take considerably longer to complete the evaluation/report

process.
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7.1.2 Sample part 2

Sample part 2 has been used by other authors in reporting teature recognition results
of different algorithms. Modifications were introduced in the original part to
transform it into a hollow part to be produced using reinforced plastics
manufacturing processes. This particular sample part has 171 faces and 10 features.
Figure 59 shows results of the feature recognition performed by FEBAMAPP.
Results obtained from FEBAMAPP will be compared with results from other

authors in the Discussion of Results section.

Hecognition

SAMPLE PART 2 confidence
FEATURE factor
Protrusion
Pocket Through Hole C & I
Blind-Step [0.98103]
Blind Step

Through Hole A {0.98203]
Through Hole B [0.97904)
Through Hole C [0.97304)
Through Hele D [0.97904]

Through Hole E [0.97804]

Prolrusion [0.99034]
Step [0.97980]
Through Hnle A & B Circular Pocket 1099790

VThmugh Hale E Fockel [0.58150)

Figure 59. Feature ideuntification results of sample part 2,

FEATURE IDENTIFICATtON RESULTS

Potential Featnre Matrix
Confidence Factors

Face  Pock  Step Bass  Prot Slot Thol Cpeck Bsip

38 1.2¢-11  6.1¢07  95¢-19  7.1e-13 2907 8206 1.0 4e-13
513 1.2e-11 0.0003  0.00047 099 000063 0.00082 037 4713
264 1.2e-11 098  22e-11 l.6e-15  34e-10 000011 000032  [.3e-12
3070 15e-10  2.4e-08 5805 15e15 3led)S 4Re-12 00009 0.98%
364 098 [.7e08 16e13 13515  12e-i5  52e-10 0.0023 3.5e-13
174 1.2e-11 1.7¢-07  54e007 1.7e-15 B 5¢05 099 000015 2512
817 1.2e-11 1.8e-07 6e-08  2.6e-15  3le-lS 098 000046 6le-13
%9 1.2e-11 1.8e07 6e08  2.6e-15  3le-IS 098 000046 6.1e-13
1154 1.2e-11 1.8e-07 oe08 26e-15  3le-i5 098 Q00046  6H.1¢-13

1392 12e-11 |.8e07 fe08 26e-15 3 le-I5 098 Q00046 6 le-13
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FEATURE IDENTIFICATION REPORT

Feature corresponding to FACE 38 is a C_POCKET
Feature corresponding to FACE 813 is a PROTRUSION
Feature corresponding to FACE 264 is a STEP

Feature corresponding to FACE 3070 isa B STEP
Feature corresponding to FACE 3164 is a POCKET
Feature corresponding 10 FACE 174isa T IHOLE
Feature corresponding to FACE 817 isa T_HOLE
Feature corresponding to FACE 969 isa T_HOLE
Feature corresponding to FACE 115415 a T_HOLE
Feature corresponding to FACE 1392 isa T_HOLE

FEATURE EVALUATION REPORT

C Pocket Feature 38 has a Bottom-Fillet of Face 25 too small.
C Pocket Feature 38 has a Drafi-Angle of Face 11 OK

C Pocket Feature 38 has a Top-Fillet of Face 9 too small

Protrusion Feature 513 has a Top-fillet of Face 464 100 small
Protrusion Feature 513 has a Top-fillet of Face 328 too small
Protruston Feature 513 has a Top-fillet of Face 116 too small
Protrusion Feature 513 has a Top-fillet of Face 83 too small
Protrusion Feature 513 has a Draft-Angle of Face 1579 OK

Protrusion Feature 513 has a Draft-Angle of Face 552 OK

Protrusion Feature 513 has a Draft-Angle of Face 5§76 QK

Protrusion Feature 513 has a Drafi-Angle of Face 492 OK

Protrusion Feature 513 Bottom-I'illet: Fillet of Face 1579 does not exist
Protrusion Feature 513 Bottom-Fillet: Fillet of Face 552 does not exist
Protrusion Feature 513 Bottom-Fillet: Fillet of Face 576 does not exist
Protrusion Feature 513 has a Bottom-Fillet of Face 264 too small

Step Feature 264 has a Main-fillet too small

Step Feature 264 has a Drafi-Angle of Face 492 too small
Step Feature 264 has a Draft- Angle of Face 16 OK.

Step Feature 264 has an external fillet of Face83 too small.
Step Feature 264 has an external fillet of Facel53 too small.

Blind-Step Feature 3070 has a Main-fillet too small

Blind-Step Feature 3070 has a Dratt-Angle of Face 2858 OK

Blind-Step Feature 3070 has a Draft-Angle of Face 2554 too small
Blind-Step Feature 3070 has a Lateral Draft-Angle of Face 3389 too small.
Blind-Step Feature 3070 has a Lateral Draft-Angle of Face 2283 too small.

Pocket Feature 3164 has a bottom-fillet of face 4466 too small.
Pocket Feature 3164 has a hottom-fillet of tace 4182 too small.
Pocket Feature 3164 has a bottom-fillet ot tace 4175 100 small.
Pocket Feature 3164 has a bottom-fillet of face 3523 100 small.
Pocket Feature 3164 has a Draft-Angle of Face 2528 OK.
Pocket Feature 3164 has a Top-Fillet of Face 3363 too small
Pocket Feature 3164 has a Top-Fillet of Face 2766 100 small
Pocket Feature 3164 has a Top-Fillet of Face 2244 100 small
Pockel Feature 3164 has a Top-Yillet of Face 2711 100 small

T Hole Feature 174 can be moulded in the part
T Hole Feature 174 has a Draft- Angle of Face 16 OK.

T Hole Feature 817 requires special moulding process.
T Hole Feature 817 can be moulded in the part
T Hole Feature 817 has a cylinder angle that need 10 be aligned to Z axis

135
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T Hole Feature 969 requires special moulding process.
T Hole Feature 969 can be moulded in the part
T Hole Feature 969 has a cylinder angle that need to be aligned to Z axis

T Hole Feature 1154 requires special moulding process.
T Hole Feature 1154 can be moulded in the part
T Hole Feature 1154 has a cylinder angle that need to be aligned to Z axis

T Hole Feature 1392 requires special moulding process.
T Hole Feature 1392 can he moulded in the part

T Hole Feature 1392 has a cylinder angle that need to be aligned to Z axis
END OF FILE

Regarding the processing time for each stage of the recognition and evaluation

process the results for sample part 2 are as follows:

Pre-processing including feature identificatian: 20 sec/all features.
Preparation of Identification Display files: 49 sec/all teatures
Evaluation ineluding Display files: 25-sec/each features,
average.

Figure 60 shows the SAT files created hy FEBAMAPP as part of the feature
evaluation process of sample part 2. These files are used to display the results of the
analysis in the modeller used hy the designer to create the model of the part.
Identification of the features by FEBAMAPP was as expccted and in full
concordance with the feature identifieation performed hy the expert, therefore once
more FEBAMAPP achieved a 100% recognition of thc features present in the
model. The FEBAMAPP’s recognition confidence tactor ranges between 97% and

9G% for this particular example as shown in Figure 59.

Regarding the identitication task carried out by the expert, there were identified the
following featurcs: Through-Holes A, B, C, and D, Protrusion, Pocket, Circular-
Pocket. Blind-Step and Step. Special attention was paid to the Through-Hole feature
E, because according to the expert, this feature should be considered more as a
Circular Pocket than a Through-Hole feature. Therctore, he suggested modifying
this featurc such that it would include a top-fillet according to the manufacturing
process to be used. The total time used to identify the featurcs was 50 seconds,

which 1s about 2 4 the ime used by FEBAMAPP.
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The results from the evaluation performed by the expert ean be resumed as tollows:

e Once morc the fillets all around the part were considered to be inappropnate
for the proposed manufacturing proecess, which according to the expert must

be larger and should not have less than 6.0 to 8.0 mm.

e The draft angle was considered to be better for this sample part than for the
first one, but still it was suggested that the draft angle of the Blind-Step

should be increased from the actual 1.5 degrees to 3 degrees.

e There were not pointed out turther potential problems related to the

manutacture of this sample part.

The time required by the expert to perform the manufacturability analysis of this part

was under 10 minutes, which still is more than twice the time used by FEBAMAPP.

[ Ed View QMo Opwom Jock Fab ulscsr Auevhist Dymegs Helo
Rl xnpleaAel,i2dluniaqaal 7Tleswmiaben Ld Hal
[Foa~s L. JadlslglpisasralasaspIas
C Pocket
N |
Pratrusion B Step Step
!TMUMD 265 AT, 522 S MODE| THE 1549

Figure 60. FEBAMAPP manufacturability evaluation results of sample part 2.

Evaluation results from FEBAMAPP were as cxpected with the exception of
Through-Hole E, which was considered by FEBAMAPP as a “OK” feature in

disagreement with the expert’s opinion.
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7.1.3 Sample part 3

Sample part 3 is a simpler sample with a redueced number of faces but still having
three features. It 1s important to observe that this sample part contains a Circular-
Pocket feature on top of the Boss feature. This combination of features eould be
interpreted as interfering features, but FEBAMAPP is able to identify both features

individually. Figure 61 shows results of the feature recognition performed by

FEBAMAPP.

138

Recognition
SAMPLE PARIT 3 confidence
FEATLRI factor
Buwss
Protrusion 10.99034]
Circular Pockel [0.99790]
Boss 10.97380]

Figure 61. Feature identification results of sample part 3.

FEATURE IDENTIFICATION RESULTS

Potential Feature Matrix
Confidence Faclars

Face Pock Step Boss Prat Slot Thol Cpek Bstp

16 1.2¢-11  6.1e07 9519 7e-13 2907 8206 099790 de-13
96 1.3e-11  69e08 097980 15e-15 00042 Tle-1l 25¢05  4.9¢-13
883 1.2e-11 53e05 5805 099034 18e05 B4e06 000073 4e-13

FEATURE IDENTIFICATION REPORT

Feature corresponding to FACE 16 is a C POCKET
Feature corresponding 10 FACE 96 is a BOSS

Feature corresponding 10 FACE 883 is a PROTRUSION

FEATURE EVALUATION REPORT

C Pocket Feature 16 has a Bontom-Fillet of Face 9 too small.
C Pocket Feature 16 has a Draft-Angle of Face 11 OK

C Pocket Feature 16 has a Top-Fillet of Face 76 too small

Baoss Feature 96 has a Top-Fillet of Face 195 too small.
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Boss Feature 96 has a D H ratio of Face 376 too small.
Boss Feature 96 has a Draft-Angle of Face 376 OK
Boss Feature 96 has a Bottom-Fillet of Face 831 too small

Protrusion Feature 883
Protrusion Feature 883
Protrusion Feature 883
Protrusion Feature 883
Protrusion Feature 883
Proirusion Feamre 883
Protrusion Feature 883
Protrusion Feature 883

has a Top-fillet of Face 1146 too small
has a Top-fillet of Face 105! too small
has a Top-fillet of Face 612 100 small
has a Top-fillet of Face 545 too small
has a Draft-Angle of Face 894 OK

has a Draft-Angle of Face 1105 OK
has a Draft-Angle of Face 223 OK

has a Drafi-Angle of Face 876 OK

Protrusion Feature 883 Bouom-Fillet: Fillet of Face 894 does not exist
Protrusion Feature 883 Bottom-Fillet: Filler of Face 1105 does not exist
Protrusion Feature 883 Bottom-Fillet: Filler of Face 223 does not exist
Protrusion Feature 883 Bottom-Filler: Fillet of I ace 876 does not exist

END OF FILE
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Regarding the processing time for each stage of the recognition and evaluation

proccss the results for sample part numher 3 are as follows:

Pre-processing including feature identification:
Preparation of 1dentification Display files:

Evaluation inclnding Display files:

average.

7.5 sec/all features.
4 seg/all features

3-sec/each features,

Figure 62 shows the SAT files ereated by FEBAMAPP as part of the featurc

evaluation process of sample part 3. These files are used to display the results of the

analysis in the modcller used by the designer to crcate the model of the part. Results

of the feature recognition from FEBAMAPP were also as expected for sample part

3, and in full agrcement with the expert’s fcature recognition rcsults. The

FEBAMAPP’s contidence factor for rccognition for this particular sample ranges

between 97% and 99% as shown in Figure 61.

Regarding the identification task carried out hy the expert, there were identified the

following features: Protrusion, Circular-Pocket, and Boss. The total time uscd to

1dentify the features was 10 seconds, which is slightly larger that the time used by

FEBAMAPP.

The results from the evaluation performed by the expert can be resumed as follows:



CHAPTER 7: RESULTS AND DISCUSSION OF RESULTS 140

Once more the fillets all around the part were considered to be inappropriate
for the proposed manufacturing process, but according to the expert, due to
the simplicity of the part 1t should not represent a real threat for the moulding

process.

The draft angle of the cylinder corresponding to the Boss feature was
considered to be too small for the ratio diameter/depth of the feature. Even
worst, was the fact that the tool-gap hetween the Circular Pocket and the
Boss was not large enough and, according to the expert, it would present
manutacturing prohlems during the moulding process. Suggestion to fix this
problem was as follows: reduee the depth of the Boss feature tor as much as
the design constraints will allow it or increase the diamctcr of the Boss

feature.

There were not pointed out further potential problems related to the

manufacture of this sample part.
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Figure 62. FEBAMAPP manufactnrability evaluation results of sample part 3.
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Regarding the results of the evaluation made by FEBAMAPP, the potential threat
from the reduced tool-gap between the Boss and the Circular-Pocket was not

considered by FEBAMAPP as it was hy the expert.
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7.1.4 Sample part 4

Sample part 4 represents a model of a part with 176 faees including a complex
feature, whieh is one of those features known in machined applications of feature
recognition as interfering features. This particular feature named Cross-Slot was not
included 1n the traiming of the feature recogmtion system, but still FEBAMAPP wag
able to recognise the Cross-Slot feature as a simple Slot feature. as shown in Figure
63. This fact demonstrates the capabilities of the system on generalising, and

mapping unknown FVectors to the closest feature already stored in the system

database.

Recagnition
SAMPLE PART 4 canfidence

FEATURE factor

Protrusion . Protrusion {1.000]

Protrusicn 11.000]

Protrusion 11.000]

Protrusion {1 .000]

Slat [0.9987]

Protrusion

Figure 63. Feature identification results of sample part 4.

Regarding the evaluation of the features present in sample part four, there was no
problem evaluating the protrusion leatures. The evaluation of the recognised Slot 1s
a Iittle more eomplicated because 1t presents a divergence between the parameters to
be evaluated in the original Slot feature and the parameters that need to he evaluated
in the actual Cross-Slot feature. The major concern is related 1o the fact that
FEBAMAPP will not be able to evaluate all faces helonging to the Cross-Slot
feature. Nevertheless, FEBAMAPP was able to pertorm a partial evaluation of the

feature and deteet some manufacturing probiems related to the fillet radii in some
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surtaces of the model. Results of the Slot evaluation are displayed using AutoCAD

as shown in Figure 64.
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Figure 64. Results of the Cross-Slot feature evaluation.

FEATURE IDENTIFICATION RESUL. TS

Potential Feature Matrix
Confidence Factors

Face Pock Step Boss  Prot Slot Thel Cpck Bsip

1099 1.2e-11  2.7¢-05  §.09e-05 2207 53e07 6306 3913
2198 1.2e-11  2.7e-05  5.9¢-05 2.2e07 53e07  63c06 39c-13
1959 12¢-11 2705 59e-G5 2.2e-07  5.3e07 6.3c-06  39c¢-13
5072 1.2e-11 2.7¢05  5.9e-05 22¢07  53e07  63e¢D6  39c-13
2390 1.2e-11 T.6e-08  0.091 Te-14 09987  23e05 079 4le-13

FEATURE IDENTIFICATION REPORT

Feature corresponding to FACE 1099 is 2 PROTRUSION
Feature corresponding to FACE 2198 is 2 PROTRUSTON
Feature corresponding to FACE 1959 is a PROTRUSION
Feature corresponding to FACE 5072 1s a PROTRUSION
Feature corresponding to FACE 2390 is a SLOT
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FEATURE EVALUATION REPORT

Protrusion Feature 1099 has a Top-fillet of Face 1050 100 small
Protrusion Feature 1099 has a Top-fillet of Face 802 too small
Protrusion Feature 1099 has a Top-fillet of Face 379 too small
Protrusion Feature 1099 has a Top-fillet of Face 280 too small
Protrusion Feature 1099 has a Draft-Angle of Face 2544 OK

Protrusion Feature 1099 has a Draft- Angle of Face 1746 OK

Protrusion Feature 1099 has a Draft-Angle of Face 1358 OK

Protrusion Feature 1099 has a Draft-Angle of Face 1079 OK

Protrusion Feature 1099 Bottom-Fillet: Fillet of Face 2544 does not exist
Protrusion Feature 1099 has a Bottom-Fillet of Face 2961 o small
Prairusion Feature 1099 Botiom-Fillet: Fillet of Face 1358 does not exist
Protrusion Feature 1099 has a Bottom-Fillet of Face 2193 too small

Protrusion Feature 2198 has a Top-fillet of Face 3942 too small
Protrusion Feature 2198 has a Top-fillet of Face 3303 too small
Protrusion Feature 2198 has a Top-fillel of Face 2468 too small
Protrusion Feature 2198 has a Top-fillet of Face 1971 too small
Protrusion Featurc 2198 has a Draft-Angle of Face 4218 OK

Protrusion Feature 2198 has a Draft-Angle of Face 1680 OK

Protrusion Featurc 2198 has a Draft-Angle of Face 2152 OK

Protrusion Feature 2198 has a Drafi-Angle of Face 1358 OK

Protrusion Feature 2198 has a Botiom-Fillet of Face 4527 100 small
Protrusion Feature 2198 Bottom-Fillet: Fillet of Face 1680 does not exist
Protrusion Feature 2198 has a Bottom-Fillet of Face 1022 too small
Protrusion Feature 2198 Bottom-Fillet: Fillet of Face 1358 daces not exist

Protrusion Feature 1959 has a Top-fillet of Face 3744 too small
Protrusion Feature 1959 has a Top-fillet of Face 3649 too small
Protrusion Feature 1939 has a Tap-fillet of Face 3379 too small
Protrusion Feature 1939 has a Top-tillet of Face 3284 too small
Protrusion Feature 1959 has a Drafi-Angle of Face 1264 OK

Protrusion Feature 1959 has a Draft-Angle of Face 2336 OK

Protrusion Feature 1959 has a Dratt-Angle of Face 2442 OK

Protrusion Feature 1959 has a Draft-Angle of Face 1680 OK

Protrusion Feature 1959 Bottom-Fillet: Fillet of Face 1264 does not exist
Protrusion Feature 1959 has a Bottom-Fillet of Face 549 100 smal!
Protrusion Feature 1959 has a Bottom-Fillet of Face 1940 too small
Protrusion Feature 1959 Bottom-Fillet: Fillet of Face 1680 does not exist

Protrusion Feature 5072 has a Top-lillet of Face 4762 too small
Protrusion Feature 5072 has a Top-tillet of Face 4447 too smal}
Protrusion Feature 5072 has a Top-fillet of Face 3462 100 small
Protrusion Feature 5072 has a Top-fillet of Faee 2865 too small
Protrusion Feature 5072 has a Draft-Angle of Face 4951 OK

Protrusion Feature 5072 has a Draft-Angle of Face 1264 QK

Protrusion Feature 5072 has a Draft-Angle of Face 2544 OK

Protrusion Feature 5072 has a Draft-Angle of Face 5138 OK

Protrusion Feamre 5072 has a Bottom-Fillet of Face 1876 too small
Protrusion Feature 5072 Baottom-Fillet: Fillet of Face 1264 does not exist
Protrusion Feature 5072 Battom-Fillet: Fillet of Face 2544 docs not exist
Protrusion Feature 5072 has a Bottom-Fillet of Face 4546 too small

Slot Feature 2390 has a bottom-fillet of face 4209 100 small.
Slot Feature 2390 has a bottom-fillet of face 3729 100 small.
Slot Feature 2390 has a bottom-fillet of face 2414 too small.
Slot Feature 2390 has a bottom-1illet of face 472 too small.
Slot Feature 2390 has a Drafi-Angle of Face 1680 OK.

Slot Feature 2390 has a Draft-Angle of Face 2544 QK.

144
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Slot Feature 2390 has a Draft-Angle of Face 1264 OK.

Slot Feature 2390 has a Drafi-Angle of Face 1358 OK.

Slot Feature 2390 Top-Fillet: Fillet of Face 1680 does not exist
Slot Feature 2390 Top-Fillet: Fillet of Face 2544 does not exist
Slot Feature 2390 has a Top-Fillet of Face 4447 too small.

Slot Feature 2390 has a Top-Fillet of Face 1971 too small.

This sample part was not presented to the expert for evaluation. The processing lme
for each stage of the recognition and evaluation process carmed out by FEBAMAPP

on sample part 4 is as follows:

Pre-processing including feature identification: 34 see/all features.
Preparation of Identification Display files: 26 sec/all features.
Evaluation including Display files: 48-see/cach features,
average.

Recognition of the features in sample part 4 was better than expected, because the
program was able to recognise a potential Slot feature from the Cross-Slot present in

the part. The Cross-Slot was never before presented to the system for recognition.
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7.2 DISCUSSION OF RESULTS

The discussion of results will be concentrated on the main research issues
considered in this thesis. as they were stated in the aim and goals of the research in
Chapter 1. Therefore, analysis will he made about the correctness of the object
representation used in the research and the methodology followed to transtorm the

solid model into a convenient input pattern for a neural network system.

Also, consideration would he made regarding the application of a three-layer feed-
forward ncural network system to the recognition of 3-Dimensional features in solid

models ot reinforced plastics components.

Further analysis will be focused on the methadology used to perform a rule-based
manufacturability analysis of the features considered in this research. Comparison of
the results obtained from the application of the FEBAMAPP manufacturability

system with the evalpation results ohtained trom an expert will also be carried out.

Finally, consideration of the FEBAMAPP's hardware reguirements is made in this

chapter.

7.2.1  Object Representation

The first step in the manufacturahility analysis performed hy FEBAMAPP is the
Pre-Processing of the solid model text file, also known as the SAT file. Pre-
Processing the SAT file means transterring all relevant information stored in the
solid modeller datahase into the fecature recognition and evaluation application. It
can he considered as onc of the most important stages in the feature recognition and
evaluation tasks performed by FEBAMAPP. It is at this stage where FEBAMAPP
generates a set of FVectors (one for each face in the model), by considering the
geometrical and topological information regarding faces, edges and vertices of the
modclled part. This research considers only manifold objects. where space is
unamhiguovsly divided into solid and void space hy the houndarics or faces of the
manitold solid. 1t is also considered that exactly two taces meet in an cdge. hut more

than three faces can share a vertex.

Most feature recognisers available in the market assume that the model has only

sharp edges, such as the recognisers from Chuang and Henderson, 1990,



CHAPTER 7: RESULTS AND DISCUSSION OF RESULTS 147

Chamberlain, et al, 1993; De Martino, et al, 1994; and Gadh and Prinz. 1995; which
is not a real situation. In reality, even for machined features the cutting edges cannot
be perfectly sharp due to the natural radii of the cutting tools or due to design
specifications intended to reduce stress concentrations on the model. FEBAMAPP
considers the presence of fillets along the edges of the model, unless it is a boundary

edge ot the part.

Some recent works (Kumar, et al, 1996, Sonthi and Gadh, 1998; Zhao, et al, 1999)
attempt to recognise leatures including fillets. The approaches followed in these
researches are based on changing the filleted model into a sharp edge model and
then performing the feature recognition in thc modified model. FEBAMAPP
attempts to perform feature recognition of filleted features without modifying the
original model by using a Neural Network system. Advantages of this approach
include the speed of recognition and the ability of the system to perform recognition

under the presence af incomplete data or interfering features.

The results of this research show that the nine-element FVectors used as input to the
NN system have enough intformation to represent unequivocally each one of the 3-
Dimensional features under consideration in this research. An FVector is
constructed using the "Face Score” of the face under evaluation plus the "Face

Score” of up to a maximum of cight (8) "Surrounding Faces".

7.2.2 Feature Recognition

The feature recognition task is seen as matching a certain FVector to a pre-
determined pattern vector stored in the system datahase. The order nscd to present
data to the Neural Network system is important hecanse a Neural Network reads
numhers in sequence. Theretare, a further classification ot surronnding faces into
"Sharing-Vertex" and "Sharing-Edge" faces is used to assign the position of the
corresponding "Face Score” in the FVectors, giving in this way the necessary
‘shape’ to the FVector required by the Neural Network while performing the partern

recognition task.

"Face Scores” are based on the concavity and convexity of the surface, the edges and
the vertices helonging to the lace under evaluation. A convention was used 1o assign

positive values (+2) to convex surfaces and ncgative values {-2) to concave surfaces.



CHAPTER 7: RESULTS AND DISCUSSION OF RESULTS 148

Special cases are used for plane and spline surfaces because these surfaces can he
considered neither convex nor concave, therefore its value is assumed to be zero (0).
Concavity or convexity of a face is determined based upon the eurvature of the
surface and the direction of its Normal vector. The features ditferentiation approach
used in this research seems to be appropriated and it was possible to clearly separate
coneave from eonvex regions in the modelled parts. In some cases where one feature
can be seen as geometrically opposite to each other, then their corresponding
FVectors are symmetric in reference to the X axis. as it is shown in Figure 65 for

Boss and Circenlar Pocket features.

C-Pocket Boss

FVectors

1 2 3 4 5 6 7 8 9

Vector Nodes

o— Boss —g— C_Pocket

Figure 65. Symmetric features and their corresponding symmetric FVeetors.

The surface types used in the construction of the solid models used as samples in
this research are Cone, Sphere, Torus, Planc and Spline; which in differcnt

combinations can represent eomplex objects.
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A three-layer pcrceptron neural net was used to solve the feature rccognition
problem. A three-layer perceptron is able to crcate any convex solution region in the
given space determined by the input patterns. The convex regions are created by the
intersection hetween the regions created by each ncurone in the hidden-layer, where
cach of those neurones behaves as a single perceptron. The solution-region given by
such intersection will be a convex region with a numher of sides equal to the number

of neurones in the hidden-layer.

The previous statement set the boundaries necessary for the selection of the number
of ncurones in the hidden-layer. The number of ncurones in this layer will be as
large as required to create a solution region complex enough to solve the problem,
but not too large that the weight estimation for the number of available input
pattcrns becomes unreliable. Scveral neural net configurations were tested during
FEBAMAPP construction to find ont an acceptable net architccture in terms of
training time and recognition performance. The final net architecture used in this
rescarch is a three-layer perceptron system with nine (9) ncurones or nodes in the
input-layer, four {(4) neurones in thc hidden-layer, one (1) neurone in the output-

layer and a total of eight (8} neural networks; one for each feature to be recognised.

Regarding the training of the nets, a back-propagation algorithm was used, which is
a training algorithm that can be applied to nctworks with more than two layers of
neurones. Probably, the most important characteristic of this algorithm is its
capability for organising the internal representation of the knowledge in the hidden-
layer, such that it is able to find any correspondence between the input-layer and the

output-layer of the net.

The back-propagation algorithm finds a minimum value of the error function (local
or global) by mcans of the Decreasing Gradient technique. Therefore, onc of the
problems of this algorithm is that it can fall into a local minimum of the error
function, not heing able to tind the global minimum. Ncvertheless, it is not
absolutely necessary to find the glohal minimum in all applications, and a local

minimum can be good enough to solve the problem.

Since using small increments in the weights is recommendcd when looking for the

minimum of the error function, then a small value of the learning parameter « (0.20)
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was selected. The learning parameter has a major influence in the convergence speed
of the algorithm, the smaller the parameter the greater the number of iteration
required. hut using a large value can bring the tact that a minimum is never reached.
In practice if a net stop learning, hefore reaching an acceptable value for the error,
then there arc a few approaches that can be used to solve the problem. Firstly, it may
be necessary to change the number of neurones in the hidden-layer. Scecondly, a
change in the learning parameter can help to reach a suitable minimum. Thirdly,
starting a new training session using a diftferent set for the weights in the network
connections can also solve the prohlem. At some point all of these tools were used in

the training of the neural network system developed as part of this research.

The total number of iterations required for training of cach one of the nets used in
the FEBAMAPP system ranged between 4000 cycles for Protrusion features and
6000 cycles tor Blind-Step features. A computer with a Pentium {t CPU and 266
MHz Processor was used and a real training time between 3.5 and 7 minutes were
required for the networks to converge to an acceptable minimum of the error
tunction. Training of the networks is a one-off task, therefore it can be considered as
an acceptable time for training of the networks. Once the network parameters were

established during the training, they were included in the main source program of

FEBAMAPP.

Future expansion of the system for recognition of more features under the same
reinforced plastics application or recognition of features related to a different
application, will require training of a new set of neural networks and update of the

system in terms of feature recognition training parameters.

Several modelled objects were used to test the ability of FEBAMAPP to perform
feature recognition, where very promising results were ohtained. The system shows
an excellent performance regarding the time required for recognition hased on the
fact that only arithmetic computations are required. Therefore, there is no need for a
complex secarch of graphs in the object datahase as it is necessary in other feature
recognisers such as: Chuang and Henderson, 1990; Gadh and Prinz, 1995:
Vandenhrande and Requicha, 1993.
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Both memory storage and computational upper bound complexities, accarding to the
Knuth notation (Knuth, 1976), are in the order of O(F) algorithms. where F is the
number of faces in the modelied object. Pre-processing of the SAT and feature
recognition requires processing once each face of the object to complete the feature
recognition task. Even though the Pre-processing task requires reading the SAT file
and this is not a sequential task, it still i1s of a lineal complexity with a constant

depending on the numher of faces and edges of the object.

FEBAMAPP is not intended for recognition of partial featurcs but potential features
according to the patterns used during the training of the system. Therefore, all those
faces with confidence factors below 0.9 (90%) are not considered as representatives
of any particular feature. Future research may be carried out regarding the
recognition and/or evaluation of partial features, hut it is out of the scope of the
present work. Nevertheless, FEBAMAPP is able to recognise some intersecting

features as the Cross-Slot presented in the sample part 4.

The three-layer perceptron can only recognise “‘potential™ features by using the
confidence factor given by the Neural Network system, therefore to achieve the final
fcature recognition, a certain number of conditions need to be added to the system.

Added conditions to the feature recognition system include rules regarding:
e Direction of normal vectors of the surfaces or faces.
e Angle between the surrounding faces and the face under evalnation,

e Angle between the surrounding faces and the drawing direction (Z+) of the

part.
e Convexity or concavity of surrounding faccs, and
e Angle of the main axis of cones and torus surfaces.

Lets use the Protrusion feature shown in Figure 66 as an example to highlight this
point. Since, most of the objects mannfactured by rcinforced plastics are hollow
objects, then a Protrusion feature can be seen from the back of the objects as a
Pocket feature. But, if a condition regarding the direction of the Normal vector of

the fcature’s main face is added, then it is possible 10 discriminate hetween the
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options and to identify the correct feature. In both cases. Protrusion and Pocket
features, the angle between the Normal vector to the feature’s main face and the Z+
axis must be less than 90°. In this way the back of a Protrusion feature would not he
considered as a recognised Pocket feature. The same example applies when the

Pocket feature is heing recognised and the hack of it cannot be mistaken as a

Protrusion feature.

Figure 66. Use of the Normal veetor as a medium to discriminate between
potential features.

Due to the lack of other applications using hollow models during feature
recognition, then an object used for demonstration in several references (Sakurai and
Gossard, 1988; Hummel, 1989; Chuang, 1991, Hwang, 1992) was adapted to the
reinforced plastic application. This adaptation was used to compare in some way
FEBAMAPP pertormance of feature recognition with those results achieved by
other researchers in the ficld. The changes required by the sample part are mainly
that instead of a solid bulk part it was transformed into a thin-walled (hollow)

objeet. Also, fillets were added along all internal edges and a draft angle was given
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to vertical walls. Figure 67(a) shows thc original part and 67(b) the modified sampie

{a) original bulked part.

part.

(b) Transformed hollowed part.

Figure 67. Selecting a svitable model for comparing FEBAMAPP performance.

Introducing such modifications in the original part hrings some dramatic changes in
the model’s charactenistics, hut still 1t 1s useful when comparing FEBAMAPP

expected results with some actual results given by other applications.

In the first place. the number of faces in the model changes from 26 faces in the
original model to 170 faces in the actual model. The difterence in the number of
faces corresponds to the number of faces added to the model to transform it into a
hollowed part plus the number of faces added as fillets between faces and around
corners in the vertices of the part. For instance, it is possible to sce that the Blind-
Step teature has 4 faces in the original bulk model and for the hollow part its numher
of faces is increased to 23. This is only for the front side of the object, but since it is

a hollow part then there are 23 more faces added in the hack of the object that also



CHAPTER 7: RESULTS AND DISCUSSION OF RESULTS 154

require processing and evaluation. A wire-framc dctail of a Blind-Step feature is

shown in Figure 68. where it is possible to observce the faees involve in this feature.

|

Figure 68. Wire-frame detail of a Blind-Step feature.

Red colour for front side and green for back side

Regarding the processing time, Chuang (Chuang, S., 1991) reported that using
graph matehing took over 150 seconds (2 % minutes) to complete the feature
recognition in the original sample part. Hwang (Hwang, J.L., 1992) reported a total
time of 0.61 seconds using a perceptron. Unfortunately, the proeessor used was not
mentioned in these reports, therefore it is not possible to compare FEBAMAPP
performance under the same platform. FEBAMAPP requires 15.8 seconds to
complete the feature recognition including pre-processing of the SAT file and

gencration of the output file with the recognition results.

At an extra cost in terms of processing time, FEBAMAPP is able to prepare a visual
display of the results trom the feature recognition task. This visual display is tormed
by a series of SAT filcs, which use a colour code to represent the recognised
features. These SAT files can be used in conjunction with the text output file and

displayed in the application eurrently in usc for modelling the part, sueh as



CHAPTER 7: RESULTS AND DISCUSSION OF RESULTS 155

AntoCAD, CADKEY, CATIA, IDEAS or other solid madellers as long as they are
able to create and display an SAT file.

FEBAMAPP will create individual SAT files for each type of feature the user
selects to be recognised plus an SAT file, which includes all types of recognmsed
features in the modelled part. Another option available in the system, as part of the
feedhack facilities of FEBAMAPP. is the creation of an SAT file for display of a
particular feature as required by the user. This last option requires identification
from the vser of the identifying tag of the face from the text output file, and uses it
as input in the corresponding text box ot the Display Features window of the
application. FEBAMAPP will create an SAT file with the name ‘Face.sat’ to store
this information. Dctails regarding use of this option can be found in the available
Help facility of the system. Creation of the * All-Feature.sat’ file for visual feedback
and display of the feature recognition results from FEBAMAPP takes 49 seconds

including the 10 [catures present in the model.

Individual SAT files for the diflerent fcature types take a time ranging from 4.9
seconds for teatures with only one occurrence in the mode! such as Circular-Pocket
and Pratrusion, to 24.5 seconds for Through-Hole features with five occurrences in
the file. It can be observed from the previous results that the time required for
preparing the SAT file for visual feedback depend on the numher of features present
in the mndel and also in the number of total faces in the model. Less complex

objects will have faster processing times.

Finally, it must be said that the results ohtained from FEBAMAPP, in the feature
recognitinn task, are as expected and that 100% af the trained features presented in

the mode! were recognised with a canfidence factor of 90% or higher.

7.2.3 Feature Evaluation

Regarding feature evaluation, FEBAMAPP bascs its analysis in what it can he
considered as an extension of the Feature concept. For instance, if the
manutacturahility analysis of a particular modelled object is based on the tact that a
‘manufacturing feature’ is any region of the ohject with some manufacturing
impartance, then evaluating the characteristics of such a region is equivalent to the

evaluation of the teature itself.
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Basically, FEBAMAPP compares the geometric information of the features with
information stored in the system database. There are ‘target’ or minimum values that
must be matched by some of the feature parameters, where the target values will

depend upon the manufacturing process and materials selected as part of the model's

evalnation.

Internal and extcernal charactenstics of the features are used to perform the
manufacturability evaluation of the modelled part. Internal characteristics
correspond to the geometry of the feature in terms of dimensions, dimensions ratios,
angles, radii of fillets and draft angles. Based on the fact that sometimes it is not
possible to give a constant value to a particular feature characteristic, then some
geometric charactenstics are represented as a ‘ratio’ between two dimensions of the
feature. This is particularly useful when dealing with non-dimensional objects where
the scale used during its creation becomes irrelevant. External characteristics of a
feature are those related to the interaction between the evaluated feature and other
features in the model. Usually, external features are evaluated in terms of tool-gap,
distance between the feature and the external edges of the part and distance between
adjacent features. Upper limit to these variable values is hased on the intended

manufacturing process and the selected materials for the modelled part.

Results from the feature evaluation are also stored in the text file 'Feature.out’, along
with the results from the feature recognition task. Each feature has particular
characteristics to be checked. The evaluation procedure starts by getting all
geometrical information regarding the feature or features to be analysed in terms of
its internal characteristics. Typical information includes main face's dimensions,
radii of fillets along the edges of the main face (also called bottom fillet'), radii of
fillets between latcral walls of the feature or cone angle accordingly to the feature
case and 1its surface type, draft angle of lateral walls, and radu of filiets in the outer

limit of the feature (also called top-fillet).

In relation to the external characteristics of the feature, information regarding the
main face vertices' co-ordinates, vertices’ co-ordinates of the most external faces of
the feature and type of edges surrounding those faces is required. Also, there are
required the vertices' co-ordinates and edge types of the adjacent faces to the most

external faces of the feature. These values will be used to evaluate the tool-gap and
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possible interference between adjacent features during the manufacturing of the part.
Furthermore, the position of the feature in relation to the edges of the part is ehecked
to avoid weakness of the part due to features located too close to the external edges

of the part.

Results from the feature evaluation are reported using the face tag to identify the
face being evalvated and the results in terms of the vanables involved in its
evaluation. Only variables failing to meet the target values are reported in the

results.

Once more, target values for the variables will depend upon the manufacturing
process being considered and the materials to be used for manufacturing the part.
Therefore, some variables could have satisfactory results for one particular

manufacturing process and fail the evaluation for others.

During the feature evaluation there is the option for the user to select the feature or
features to be evaluated, along with the manufacturing process and kind of matenials
to be used. Since there is no chance for FEBAMAPP to know the intended purpose
of the design it is not an easy task to advise the user about thc best combination of
resin and reinforcement for a particular application. Nevertheless, there is enough
information in the help facility of the system to assist the user in the matenals and
process selection based in the information regarding the intended use of the part,

conditions of work, intended production rates, surface finish and size of the part.

Materials selection 1s a task that should be performed prior to the evaluation of the
part, but FEBAMAPP uses default values for such varables if the user does not
select a particular combination materials-process. The default matenals used for
evaluation are E-Glass as the reinforcement and Polyester thermosetting resin, which
are the most popular combination of materials that can be used in a broad range of
applications and manufacturing processes. FEBAMAPP uses Hand Lay-up process

as default manufacturing process.

The final decision about changes in the design is left to the designer. FEBAMAPP
will only give suggestions about which faces in each feature are representing a
potential manufacturing threat, and also some explanations of the possible problems

expected if no-change is made in the design.
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The fact that FEBAMAPP requifes one neural network for each feature to be
recognised increases the training time of the system, but it really can be seen as an
advantage. Firstly, it allows the system to be easily updated adding new features to it
if necessary. Secondly, change in one of the present features can be done without the
need to change all features® information in the system. Another advantage is that
using a recognition-menu specific feature can be searched on the model according to

the user specification.

The scope of the proposed system is to provide designers with early support in terms
of manufacturing capabilities and limitations of available manufacturing processes
so that design of reinforced plastic components can be improved from the initial
design stages. It allows a particular design to be tested against different reinforced
plastic manufacturing processes and identify potential problems related to

manufacture in later stages of the product development process.

Regarding the evaluation of the features carried out by FEBAMAPP; there were
some disagreements with the expert opinion regarding the values of some of the
variables and their influence in the difficulties expected dunng manuofacture of the
parts. An example of this situation is the case of the Circular-Pocket feature, which
was n top of the Boss feature in sample part 3, where according to the expert there
was not an appropnate tool-gap as consequence of the interaction between these two

features and FEBAMAPP did not pointed out this possible design error.

7.2.4 Hardware Requirements

Borland C++ was used as the main programming tool to develop FEBAMAPP as a
Windows application running on a low pertormance personal computer. Therefore,
the goal of developing the application in such a way that it were of easy reach by the
SMMESs companies dedicated to the manufacture of reinforced plastics components,

was successfully accomplished.
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Chapter 8

8 CONCLUSIONS AND FURTHER WORK

8.1 Conclusions

A high performance feature-based manufacturability analysis of plastic parts

(FEBAMAPP}) system is presented which consists of:
¢ Automatic identification of the features present in the model

¢ Evalnation of internal and external characteristics of the features previously

identified in the model, and

e A design-recommendation database used to advise the users about potential

manufacturing threats that could be presented in the modelled part.

The tace vector (FVector) concept used in this research seems to be appropriated to
represent the solid’s geometrical and topological characteristics of the model leading
toward a straightforward three-dimensional (3D) feature recognition algorithm using

a neural network (NN) methodology approach.

The confidence factor given by the Neural Network system is not enough to perform
a definitive recognition of the features. Therefore, it is necessary to use
complementary rules regarding geometnical characteristics of the surrounding faces
of the feature’s main face to complete the feature recognition process.
Complementary rules include information regarding the normal vectors of the
surfaces surrounding the face under evaluation, the angle between faces, and the

type of fillet used to blend the evaluated face and its adjacent faces.
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The system has proved its capability to handle recognition of features under the
presence of fillets, where a 100% of the trained features were recognised with a
recognition confidence factor of 90% or higher, as it was shown in the samples
presented in Chapter 6. Fillets are one of the main characteristies of the design of
plastic parts, which is not considered in feature recognisers as used in traditional
metal-machined component. Actual feature recognisers used in the plastic industry
modify the actual model in such a way that fillets are removed so it 1s possible to nse
traditional feature recognisers as used in the evaluation of machined components.
FEBAMAPP is the first attempt to use NN in the recognition of 3D features in a
filleted model.

Based on the recognition rate and precision observed during the testing phase of the
system, it is possible to confirm that the hybrid Text File-Neural Network system
shows high performance on the recognition of manufacturing features on this
particular application. The fact that FEBAMAPP uses a text file as input of the
system, and that the format of this text file is widely used in the solid modellers
available in the market such as AutoCAD, CATIA, CADKEY, ProEngineer, and

others; makes FEBAMAPP a potential tool for the analysis of manufacturability of

reinforced plastics components.

The manufacturability analysis approach nsed in this research focuses on features in
the model and attempts to guide the designer in such a manner that internal and
external characteristics of those features can be improved reducing global

manufacturing difficnlties during later stages in the product development process.

Since the system is not able to handle information regarding the intended design,
then design recommendations are intended to specifically improve each featurc
instead of attempting to be global design recommendations for the whole
component. Final changes to the original model are left to the criteria of the

designer. FEBAMAPP is not able to modify the original model of the part.

The system shows a particularly inexpensive computational algorithm, which is
suitable to run m low range computers making it accessible to SMMEs. The

implementation of this system, in the SMMEs in the field of reinforced plastic
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manufacturing, could reduce the lead-time and enhance the tinal design reliability of

reinforced plastic components.
8.2 Original Contribution

The goal of this research is to link the gap between design and manufacture of
reinforced plastic components by using a feature-based manufacturability evaluation
of a B-Rep model of the intended part. In developing the present system the

following tasks can be considered to be original contributions of this rescarch:

e Thc conceptual evaluation of a solid-model used to transform topological and
geometrical charactcristics of a 3-D solid B-Rep of a filleted model into a set of
floating points (FVectors) such that this information can be used as a neural
network input for feature recognition. Such a transformation is based on the

convexity and concavity of the model faces, edges and vertex.

e A new attempt was made to apply the three-layer perceptron to 3D-feature
recognition. This time features were specific related to the reinforced plastic
manufacturing process, where handling hollow parts and the presence of fillets

are of capital importance.

e The integration of the design and manufacturing information as a set of
production rules with a neural network based feature recognition into a robust
rule-based manufacturability analysis system to assist design of reinforced

plastic componcnts in the early stages of the product development process.
8.3 System Limitations

Even though an effort has been made to include the most important features to be
considered during the design for manufacture of reinforced plastics components, the
number of features considered may not be enough to perform a thorough evaluation

of all reinforced plastics components.

The manufacturability evaluation carried out for FEBAMAPP considers the part to
be produced and not the mould to be used, therefore some difficulties may arise
during the construction of the mould, which must be further evaluated using a

manufacturability analysis for machined components or other appropriate tools.
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Evaluation of recognised features not included during the training of the system will
not include the appropriate parameters of evaluation; therefore it is highly

recommended that the designer verify the results of the evaluation of such features.

An important limitation of the system is the fact that the visual feedback of the
evaluation results cannot be displayed inside FEBAMAPP, which may represent a

delay in the evaluation process and discomfort for the users.

8.4 Further Work

It is apparent, from the results of this research and considering the design
capabilities of the processes involved, that to improve the linking between design
and manufacture of reinforced plastic components further investigation in feature
recognition and evaluation is required. Further work should include an extension of
the set of features to include complex and/or partial features including free form
sculptured surfaces and interacting fcatures. Also, research should be carmied out
regarding the recognition of features on filleted model including non-uniform radii

fillets and/or mixed radii fillets.

Since the manufacturing of reinforced plastic components has many common
characteristics with other manufacturing processes such as plastic injection and
foundry, it could be possible to extcnd the present work by training specific
networks to perform feature recognition and consider manufacturability analysis of

such processes.

Finally, an effort should be carried out to integrate the visual display of results as
part of the main application, such that FEBAMAPP can be used as a completely

independent manufacturability analysis tool.
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Appendix 1. Neural Network definition files.

Definition of Neural Networks used for feature recogmtion in FEBAMAPP system.

SNNS network definition file V1.4-3D
generated at Thu Feb 24 12:55:00 2000

network name : Boss4
source files

no. of units : 14

no. of comnections : 40
no. of unit types : 0
no. of site types : 0

learning function : Std Backpropagation
update function : Topoclogical Order

unit default section
act | bias | st | subnet | layer | act func | out func

--------- ot B Rt B e T EERPEEDILE
0.00000 | ©0.00000 | h | o | 1 | Act_Logistic |
Out_Identity

unit definition section

no. | typeName | unitName | act | bias | st | position | --
U I I [ S I -
1 | ©0.50000 I -0.02774 | i 2, 2, 0 I|i
2 | | | 1.o00000 | 0.64852 | i 2, 3, 0 |||
3| | | o©0.71%00 } 0.38270 | i 2, 4, 0 |]]
4 | 1.c0000 | -0.06907 i 2, 5, 0 ||l
5 | ©0.s6%00 | -0.89526 i 2, 6, 0 |||
6 | | ©o.71900 | ©0.65653 | i | 2, 7, 0 |||
7 | 0.56200 | -0.40446 i 2, 8, 0 |1]
8 | | 1.00000 | 0.54714 | i 2, 9, 0 |||
g | | | o0.s0000 | ©0.01045 | i 2,10, 0 |||
10 | | | 0.00001 | 13.24226 | h 5, 2, 0 |}
11 | | | 0.01265% | -2.68737 | h" | 5, 3, 0 |||
12 | | | ©0.99792 | ©0.51125 | h 5,4, 0 ]|
13 | | | ©.99844 | ©0.76747 | h 5. 5, 0 |||
14 | | | o0.00075 | 1.62307 | o | 8, 2, 0 |||
R EETEEETEES | -m e 2o R |---
_______ EEEEEET R T P
connection definition secticn
target | site | source:weight
_______ T
10 | | 9: 0.77073, 8:-2.14765, 7:-2.13008, 6: 2.01661,
5:-14.16599, 4:-3.79168, 3:-4,73900, 2:-1.83046, 1:-0.68715
11 | | 9:-2.75327, B8: 0.52004, 7: 3.76070, 6: 5.04947,
5:-3.75801, 4:-7.02334, 3: 6.29142, 2: 0.66554, 1:-2.15714
12 | | 9: 1.37362, B8: 1.33756, 7:-3.98098, 6:-4.57605,
5: 3.40044, 4: 6.36389, 3:-5.06508, 2: 1.75100, 1: 2.79175
i3 | | 9: 1.64481, 8: 3.19137, 7:-7.72498, 6:-2,35660,
5:11.08343, 4:-14.47007, 3: 6.59519, 2: 5.97%07, 1: 1.44500

14 | | 13:-19.50476, 12:10.83345, 11:-11.81212, 10:-
20.42711
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SNNS network definition file v1.4-3D
generated at Thu Feb 24 11:45:01 2000
network name : Bstpéd

source files

no. ©f units : 14

no. ©f connections : 40
no. of unit types : 0
no. of site types : 0

learning function : Std Backpropagation
update function : Topological Order

unit default section :

act | bias | st | subnet | layer | act func | out func
--------- D e R ] RS
0.00000 | ©0.00000 | h | 0 | 1 | Act Logistic |
Out_Tdentity

unit definition section
no. | typeName | unitName | act | bias | st | position |
act func | out func | sites

i BEChaCEEE ERREEes [--mon oo s R EECSEEEEE
1| | | o©0.96%00 | -0.02774 | 1 | =z, 2, 0 ||
2 | | | 1.00000 | o0.64852 | i | 2, 3, 0 ||
3| ] | o.75000 | o0.38270 } 1 ] 2, 4, 0 |]]
4 | | | 1.o00c00 | -0.06907 | 1 | 2, 5, 0 ||
5 | | | 1.o00000 | -0.89526 | 1 | 2, 8, 0 ||
6 | | | 21.00000 | 0.65653 | i | 2, 7, 0 |||
7 | [ | ©0.64800 | -0.40446 | 1 | 2, 8, 0 ||
g | [ | 1.00000 | o©0.54714 | 1 | 2, 9. 0 ||
a | | | o0.89100 | ©0.010a5 | i | 2,10, 0 |||
10 | | | ©0.74325 | 0.15606 | h | 5, 2, 0 ||
11 | | | ©.13500 | -1.26484 | h | 5, 3, 0 ||
12 | | | o0.00000 | -6.69597 | h | 5, 2, 0 |||
13 | | 1.00000 | 7.30950 | h | 5, 5, 0 {|
14 ] | | o.o0000 | -0.20066 | = | &, 2, 0 ||
ERRRI RECTEEETEE |- R |- R ---
connection definition secticn
target | site | source:weight
_______ I
10 | | 9: 1.06405, 8: 0.48751, 7: 0.61112, 6:-0.10748,
5:-0.41523, 4:-0.12992, 3: 0.07968, 2: 0.07946, 1:-0.42448
11 | | 9: 0.28953, 8: 0.52275, 7:-0.43247, 6: 1.99497,
5:-1.89617, 4: 0.21400, 3:-1.81275, 2:-0.56526, 1: 0.5352%9
12 | | 9: 4.72835, 8:-1.94896, 7: 5.68641, 6&: 7.34386,
5:-19.18911, 4:10.90218, 3:-15.21605, 2:-6.24077, 1: 4.22377
13 | | 9:-5.55177, 8: 1.68342, 7:-6.17678, 6:-7.99863,

5:20.90612, 4:-11.92016, 3:16.36923, 2: 7.26564, 1:-4.23431
14 | | 13:-29.21919, 12:27.01293, 11: 2.86773, 10: 0.59577
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SNNS network definition file V1.4-3D

generated at Thu Feb 24 14:32:31 2000

network name Cpck4

source files

no. of units 14

no. of connections : 40

no. of unit types : 0

no. of site types : 0

learning function : Std Backpropagation

update function : Topolegical Crder

unit default section

act | bias | st | subnet | layer | act func | out func
——————————————————— R R B Rttt R
0.00000 | 0.00000 | h | 0 | 1 | Act Logistic |

Cut Identity

unit definition section

no.

act func | out func | sites

| typeName | unitName | act | bias | st | position |

R EEEEEEEE Rttt e R it |---
| 0.50000 | -0.02774 | i 2, 2, 0 |

| 0.75000 | 0.64852 | i | 2, 3, 0 |

| 0.50000 | 0.38270 | 1 2, 4, 0 |||

| ©0.46%00 | -0.069%07 | i 2, 5,0 |||

| ©0.21900 | -0.89%26 | i | 2, &6, 0 |

| 0.46900 | 0.65%653 | i | 2, 7, 0 |

0.36300 | -0.40446 | i 2, 8, 0 |||

| 0.75000 0.54714 | i 2, §, 0 |

| 0.50000 | o©0.01045 | i | 2,10, O |

| 0.s2188 | 7.7191s6 h | 5, 2,0 |

| | 0.77046 | 7.61043 | h | 5, 3, 0 |

| 0.66374 | 2.26%03 | h | 5, 4, 0 |]|]

| 0.00044 |-11.57762 | h | 5, 5, 0 |]|]

| 0.00040 | -1.24719 | o | 8, 2, 0 |||
S L ARRReEEEEE |- S |-~

connection definition section
target | site | source:weight

10 |
5:-11.485489,
11 |
5: 5.97719,
12 |
5:-0.84752,
13 |

$:15.82241, 4:

| 9:-1.41646, 8: 0.614922, 7:-3.07085, 6: 0.07015,
4: 4.05031, 3:-4.97808, 2: 2.22001, 1:-5.01612
| 9:-1.24439, 8:-1.08055, 7: 0.11892, ©6:-0.94654,

4:-7.63271, 3: 0.08867, 2:-2.98732, 1:-0.18953

| $:-1.28501, 8:-0.81584, 7: 1.12058, 6: 1.75455,

4:-4.20182, 3: 2.15160, 2:-1.31434, 1: 1.00386

| 9:-1.87308, 8:-1.1281s, 7:-2.62228, 6:-1.30780,
9.13172, 3: 0.42745, 2: 0.63883, 1:-2.50049
| 13:-18.72859, 12: 3.53687, 11: 9.54437, 10:-17.64034
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SNNS network definition file v1.4-3D
generated at Fri Feb 18 14:24:40 2000

network name : Pock4
source files :

no. of units : 14

no. of connections : 40
no. of unit types : 0
no. of site types : 0

learning function : Std_Backpropagation
update function : Topological Order

unit default section

act | pias | st | subnet | layer | act func | out func

--------- Bt Bl B B Rt R
0.00000 | 0.00000 | h | 0 | 1 | Act Logistic |
out Identity

unit definition sec¢tion
no. | typeName | unitName | act | bias | st | position |
act func | out func | sites

| | | ©.00000 | o0.00000 | i | 2, 2, 0
2| | | ©.00000 | ©0.00000 | i | 2, 3, 0
3 | | | ©.00000 | ©0.00000 | i | 2, 4, 0 |
4 | ] | 0.12500 | o©0.00000 | 1 | 2, 5, 0 |]]
S | | | 0.27500 | 0.00000 | i | 2, &, O
6 | | | o.coocOo | 0.00000 | i | 2, 7. O
7 | | | 0.00000 | 0.00000 | i | 2, 8, 0 |}]
8 | | | o.o0000 | 0.00000 | i | 2, 9, 0
9 | | 0.00000 | ©0.00000 | 1 | 2,10, O
10 | | 0.30629 | o0.28464 | B | 5, 2, 0 |||
11 | J | ©0.30629 | 0.28464 | h | 5, 3, 0 |||
12 | | 0.30629 | 0.28464 | h | 5, 4, ©
13 | | 0.30629 | 0.28464 | h | 5, 5, 0
14 | | 0.98647 | 17.26874 | o | 8, 2, 0 |]|]
S R ol REEREEELEE | --mme e R |---
connection definition section
target | site | source:weight
_______ I g
10 | | 9: 5.40527, 8: 6.92004, 7:-2.64120, 6:-1.90457,
5:-4.17318, 4: 0.36294, 3: 5.39208, 2: 7.19914, 1: 5.06442
11 | | 9: 5.40527, 8: 6.92004, 7:-2.64120, 6:-1.90457,
5:-4.17318, 4: 0.36294, 3: 5.39208, 2: 7.19914, 1: 5.06442
i2 | I 9: 5.40527, 8: 6.92004, 7:-2.64120, 6:-1.%0457,
5:-4.17318, 4: 0.36294, 3: 5.39208, 2: 7.19914, 1: 5.06442
13 | I 9: 5.40527, 8: 6.92004, 7:-2.64120, 6:-1.90457,
5:-4.17318, 4: 0.36294, 3: 5.39208, 2: 7.19914, 1: 5.06442
i4 | } 13:-10.59404, 12:-10.59404, 11:-10.59404, 10:-

10.59404
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SNNS network definition file V1.4-3D
generated at Fri Feb 18 11:31:36 2000

network name : prot4d
source files

no. of units : 14

no. of comnections : 40
no. of unit types : 0
no. of site types : 0

learning function : Std Backpropagation
update function : Topological Order

unit default secticn
act | bias | st | subnet | layer | act func | ocut func

--------- R el Bl R R el EECEEEEEES
0.00000 | 0.00000 | h | ¢ | 1 | Act_Logistic |
Out_Identity

unit definition section

no. | typeName | unitName | act | bias | st | position |
act func | out func | sites
S BRERREEEE |- e Bttt B e |-
1 | | ©.00000 | o0.00000 | 1 | 2, 2,0 |}
2 | | ©.094c0 | ©.00000 | i 2, 3,0 |
3 | | ©.00000 | ©.00C00 | i 2, 4, 0 |
4 | | t ©0.34400 | ©.00000 | i | 2, 5, 0 |]]
5 | | | ©.00000 | ©.00000 | i 2,6, 0 |]]
6 | b 0.32500 | o©.o00C00 | 1 2, 7. 0 |
7 | | ¢.ocoo0 | o.coco0 | 1 2, 8, 0 |
8 | | | 0.09400 | ©.00000 | 1 2.9, 0 ]1]
9 | | o©.oco00 | ©.o00000 | i 2,10, © |
10 | | 1.00000 | 10.91404 | h 5, 2, 0 |
11 | | | 1.00000 | 20.91404 | 1 | 5, 3, 0 |i]
12 | | | 1.00000 | 10.91404 | h | 5, 4, 0 |}
13 | i | 1.0c000 | 10.91404 | h | 5, 5, 0 |]]
14 | | b0.00000 | 21.20520 ) o | 8, 2, 0 |||
| | | --

connecticn definition section
target | site | source:weight

10 | | 9:-1.70298, 8: 0.53472, 7:-11.72635, 6: 5.53218,
5:-0.51053, 4: 7.75667, 3:-12.05967, 2: 0.67843, 1:-0.49372

11 | [ 9:-1.70298, 8: 0.53472, 7:-11.72635, 6: %.53218,
5:-0.51053, 4: 7.75667, 3:-12.05967, 2: 0.67843, 1:-0.49372

12 | } 9:-1.70298, 8: 0.53472, 7:-11.72635, 6: 5.53218,
5:-0.51053, 4: 7.75667, 3:-12.05%67, 2: 0.67843, 1:-0.49372

13 | j 9:-1.70298, 8: 0.53472, 7:-11.72635, 6: 5.53218,
5:-0.51053, 4: 7.75667, 3:-12.05967, 2: 0.67843, 1:-0.49372

14 | | 13:-13.81524, 12:-13.81524, 11:-13.81524, 10:-

13.81524
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SHNS network definition file v1.4-3D
generated at Wed Feb 02 10:13:59 2000

network nmame : protru4
source files :

no. of units : 14

no. of connections : 40
no. of unit types : 0
no. of site types : 0

learning function : Std Backpropagation
update function : Topological Order

unit default section :
act | bias | st | subnet | layer | act func | out func

--------- el B R R Rl EEPET
0.00000 | 0.00000 | h | 0 | 1 | Act Logistic |
Cut Tdentity

unit definition section :
no. | typeName | unitName | act | bias | st | position |
act func | out func | sites

1} I 0.50000 | -0.02774 | 1 | 2, 2, o |}]]|
2 I 1.00000 0.64852 | i | 2, 3, 0 |}]|
3| | 0.66300 | 0.38270 | i | 2, &, 0 |
4 | | 1.00000 | -0.06%907 | i [ 2, 5, o |||
5 | | 0.96900 | -0.89526 | i | 2, 6, 0 |||
6 | 0.71300 0.65653 | & | 2, 7, 0 |
7 | | 0.56200 | -0.40446 | i | 2, 8, 0 |
8 | | 1.00000 0.54714 | i | 2, 9, 0o |]]
9 | | 0.s50000 0.01045 | i | 2,10, 0 |
10 | | 0.99592 | 8.38474 | h | s, 2, 0 |
11 | | 0.00314 | -8.49232 | h | 5, 3, 0 |||
12 | | 0.05516 | -0.85585 | h | 5, 4, 0 |||
13 | | 0.99998 | 13.37167 | h | s, 5, 0 |||
1a | | | 0.00000 | 5.78599 | o | 8, 2, 0 |||
SRR EECEEEEEEE R [ -mmmmeeee |- R |---
connection definition section :
target | site | source:weight
_______ |_____-I--____-________--.._______________-_--___________--___
10 | | 9:-0.98914, 8: 0.57930, 7:-8.50600, 6: 4.72343,
5:-0.72822, 4: 5.14143, 3:-8.53917, 2: 0.16175, 1:-1.04795
11 | | 9: 1.46840, 8: 0.62940, 7: 9.07015, 6:-4.77817,
5: 0.31307, 4:-6.52959, 3: B.52381, 2: 0.06935, 1: 0.42396
12 | | 9:-0.86106, 8:-0.75812, 7:-0.71317, 6:-0.32967,
5:-0.60433, 4:-0.24696, 3: 0.17162, 2: 0.24922, 1: 0.62218
13 | | 9:-2.77311, 8: 1.45126, 7:-17.00005, 6: 9.15429,

S: 0.26303, 4: 8.79558, 3:-14.70441, 2: 1.72575, 1:-0.85702
14 | | 13:-17.84623, 12:-0.36849, 11:13.20347, 10:-9.72393
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SNNS network definition file Vv1.4-3D
generated at Tue Feb 22 11:08:35 2000

network name : slot4
source files :

no. of units : 14

no. of connections : 40
no. of unit types : 0
noc. of site types : O

learning function : Std Backpropagation
update function : Topological Order

unit default section :
act | bias | st | subnet | layer | act func | out func

0.00000 | o©.o00000 | h | 0 | 1 | Act_Logistic |
out_ Identity

unit definition section
no. | typeName | unitName | act | bias | st | position |
act func | out func | sites

1 | | ©0.12500 | -0.02774 i ] 2, 2,0 |||
2 | | | 1.00000 0.64852 | 1 2, 3, 0 |
3 | | ©.53100 0.38270 | i 2, 4, 0 |
4 | | | 1.00000 | -0.06907 | i | 2, 5, 0 |||
S | | | ©0.89%100 -0.89526 | 1 2, 6, 011
6 | | 0.66300 0.65653 | i 2, 7, 0 |
7 | | 0.50000 | -0.40446 | i 2, 8, 0 |
g | | | ©.89100 | 0.54714 i | 2,9 0|l
9 | | 0.50000 0.01045 | i 2,10, 0 |
10 | | 0.00621 10.80250 | h 5, 2, 0 I
11 | | | ©0.86571 | 6.7879%8 | h | 5, 3, 0 |||
12 | | | 0.08383 | 1.26672 | h | 5, 4, 0 ||}
13 | | 0.99116 4.91716 | h 5. 5, 0 |]]
14 | | 0.00003 3.48763 | © g, 2, 0 |||
S R |- R EEREEEEEEE R

connection definition section
target | site | source:weight

10 | | 9:-8.41061, §:-0.92315, 7: 9.38255, 6:-1.85716,
5:-27.79278, 4:15.42916, 3:-7.3453%, 2: 0.21249%, 1:-10.30368

11 | | 9:-0.00613, 4§: 0.18006, 7:-0.73655, 6: 2.26402,
5: 8.61059, 4:-12.04490, 3:-1.30277, 2:-1.16905, 1: 0.15318

12 | | 9:-1.85079, §:-1.36491, 7:-0.34164, 6:-0.62627,
5:-1.13934, 4: 0.10491, 3:-0.11626, 2: 0.04%946, 1:-0.06450

13 | | 9: 2.69754, 8:-3.09200, 7:-11.28075, 6&:-

27.01808, 5: 8.11850, 4: 4.95423, 3:11.95701, 2: 5.38919, 1:
6.68390

14 | | 13:-23.63280, 12:-2.72311, 11:11.23320, 10:-24.89463
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SNNS network definition file v1.4-3D
generated at Thu Feb 24 10:35:06 2000
network name : Stepd
source files :
no. of units : 14
no. of connections : 40
no. of unit types : 0©
no. of site types : 0©
learning function : Std Backpropagation
update function : Topological Order
unit default section
act | bias | st | subnet | layer | act func | out func
--------- R Rl Rl REEEt] ELE L ErEPr ) EPS
0.00000 | ©0.00000 [ h |} 0 | 1 | Act_Logistic |
Out_Identity
————————— e B R B R e e PERERES
unit definiticn section
no. | typeName | unitName | act | bias | st | position |
act func | out func | sites
el RECECEEE R s |--mmme |- ommee S G | ---
1| | | o0.62500 | -0.02774 | i 2, 2, 0 }]]
2 ! | 0.75000 | 64852 | 1 | 2, 3, 0 |||
3 | 0.87500 | .38270 | 1 | 2, 4, 0 ||
1 | | 1.00000 | -0.06%907 | i 2, 5,0 }]
5 | 1.00000 | -0.89526 i 2, 6, 0 |||
6 ! 1.00000 65653 | i 2, 7, 0 |||
7 | | | o0.50000 -0.40446 | i | 2, 8, 0
8 ! 0.62500 | 54714 | i 2, 3,0
S ! 0.50000 | 01045 | 1 2,10, 0 |||
10 | | | 0.82391 .50203 | h | 5, 2, 0
11 | j | 0.52999 | -1.07883 | h | 5, 3, 0
12 | ! 0.00114 | -5.24504 | h | 5, 4, 0 ||
13 | | 0.99994 | .83973 | h | 5, 5, 0 |
14 | | | o0.oc0000 | .67919 | o | 8, 2z, 0 |
S R EERRREETEE EERERREETS e RSl REEEEEEE | ---
connection definition section
target | site | source:weight
_______ | == m e | mm e ...
10 | | 9:-3.60035, 8: 0.47451, 7: 0.92783, 6:-0.36991,
£: 0.00604, 4: 1.0467D, 3:-0.16096, 2: 0.12584, 1:-2.50106
11 | | 9: 1.25999, 8: 0.83639, 7:-0.34471, 6: 0.70730,
5:-0.00252, 4:-1.059%03, 3:-0.09475, 2: 0.29627, 1: D.69361
12 | | 9: 9.06608, 8:-1.63431, 7:-2.17845, 6: 0.57245,
5:-2.82450, 4:-2.73192, 3:-1.22282, 2:-0.85207, 1: 4.38325
13 | | 9:-12.01768, 8: 1.50089, 7: 1.40984, 6: 0.04922,
5: 4.33732, 4: 3.21240, 3: 1.78812, 2: 2.03572, 1:-5.46880
14 | | 13:-15.30683, 12:12.66523, 11: 3.12786, 10:-5.25481
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NNS network definition file V1.4-3D
generated at Thu Feb 24 15:25:20 2000

network name : tholéd
source files

no. of units : 14

no. of connections : 40
no. of unit types : ©
no. of site types : 0

learning function : Std Backpropagation
update function : Topological Order

unit default sgection :

act | bias | st | subnet | layer | act func

out_ Identity

unit definition section :

| out func

0.00000 | 0.00000 | h | 0 | 1 | Act_Logistic |

no. | typeName | unitName | act | bias | st | position |
act func | out fune | sites
Bttt |--- - R Ot B e s |---
1 | | ©0.53100 | -0.21440 | i 2, 2, 0
2 | | | 1.00000 | -0.08751 | i | 2, 3, 0
3| | | ©0.89100 | -0.79513 | i 2, 4, 0 |||
a | | | 1.00000 0.33135 |} 1 2, 5, 0 ||}
5 | [ | o©0.62500 | -0.12518 | i | 2, 6, 0
& | | | 0.89100 | -0.06791 | i 2, 7, 0
7| | | ©0.25000 | 0.16790 | i 2, 8, 0 |||
8 | | | 1.00000 | -0.07233 | i | 2, 9, 0
9 | | | 0.53100 0.85214 | i | 2,10, 0O
10 | | | ©0.00001 | 8.72640 | h 5,2, 0 |||
11| | | ©0.95536 | 0.37047 | h 5, 3, 0 ||
12 | | | ©0.99999 | -6.47770 { h | 5, 4, 0 |}
13 | | | ©0.19754 | 1.19868 | h | 5, 5, 0 |}
14 | ! | o0.c0000 | 4.51606 | o | 8, 2, 0 |}
e ERRESRLEES RS -ome e EERRREEEEE R RERREEEEE |---
connection definition section
target | site | source:weight
_______ S SR
10 | | 9: 2.15692, 8: 0.20187, 7:-0.28246, 6:-11.10997,
5: 2.98953, 4:-12.61870, 3:-3.43427, 2: 1.69505, 1: 0.88706
11 | | 9: 0.30278, 8: 1.54694, 7:-2.88078, 6:-0.41426,
5: 9.72734, 4: 1.34382, 3:-9.26966, 2: 3.52175, 1:-1.75114
12 | | 9:-1.95321, 8: 0.69462, 7:-6.16589, 6: 7.04293,
5: 8.81587, 4:13.56495, 3:-5,12291, 2: 1.34045, 1:-3.15303
13 | | 9:-0.28075, 8: 1.97101, 7: 1.42938, 6:-2.57236,
5:-4.14600, 4:-5.78865, 3: 4.68488, 2: 0.14496, 1: 2.96233
14 | | 13: 8.29476, 12:-16.23826, 11:-12.39637, 10:-

18 .46541
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Appendix 2. Resnlt file of Neural Network Recognition Process.

Sample part real].sat
Resuli file: part]_slotd.res.

SNNS result tile V1.4-3D
generated at Tue Feb 22 11:09:34 2000

No. of patterns  : 166
No. of input units : 9
No. of cutput units : |

startpattemn 01
endpattern 1166
input pattcms included
#1.1

0.505050.6201250365050.50.5
0

#2.1

0505050567 0.1250.35 0.50.50.5
0

#3.1

0.505050.5674.1250.35 0.50.50.5
@

#4.1

0.50.3750.567 0.8590.4690.719 0,125 0.5 0.5
0

#5.1

01251051 0.8590.5670.469 0.891 0.5
0.00001

#6.1

0.50.125 0.469 0.567 0.719 0.469 0.3750.125 0.5
0.00007

#7.1

0.50.620.859 11 0.891 0.50.567 0.5
0.00009

#8.1

0.50.50.567 0.859 0,469 0.7190.125 0375 0.5
0

#9.1

0891 10621110567 0.891 0.859
0.00031

#10.1

0.1251 0.5 1 0.859 0.567 (.469 (.859 0.5
0.00001

#11.1

0.5670.6250891 1110506205
0.00042

#12.1
0.50620859110.8590505670.5
0.00007

#1311

0.891 10.6251110.567 1 0.891
0.0004

#14.1

0.85910.621 1 10.567 0.969 0.859
0.0006

#15.1

0.5670.654 0891 111050.6250.5
0.00034

#16.1

0567071909691 110.30.620.5
0.00011

#17.1

09691063541 110.56710.891
0.00017

#18.1

0.96910.719 1 1 10.567 1 0.969
0.00011

#19.1

0.5670.7190969 1 1 10.50.654 0.5
0.00012

#20.1

110.969106541096911

0.00211

#21.1

0.2510.6251 0.891 0.654 0.531 1 0.5
0.00002

#22.1

0.531 1 0.891 1 0.625 0.891 0.2510.531
0

#23.1

G.251062 10891 0.6250.531 1 0.5
0.00002

#24.1

0.12510.531 1 0.891 0.62 0.5 0.859 0.5
0.00002

#25.1 .
0.469 1 0.1250.8910.50.8590.1250.531 ¢
0

#26.1
0.1250.8390.503750.12500.469 0.719 0
a

#27.1

111103671111

0.01398

#28.1

0.510654109690.7190.562 1 0.5
0.00005

#29.1
0.51062109620.7190.5621 0.5
0.00005

#30.1

1111062105691 1

0.00051

#31.1

0500344 0362 0.094 0.365000.5
0

#32.1

0.344 0.3650 0.094 0 3 3.5 0.356 (1.5
0

#33.1

(0,094 0 0.356 0 0.344 0 0.094 0

0

#34.1

(.344 0.36500.094 30 0.50.356 0.5
0

#35.1

0.500.344 (1,562 (1094 03650 0 0.5
0

#36.1

000469 0.562 0.365 3469 0469 0 0
0

#37.1
(.09406.1090036500.35600.1090
0

#38.1

000.4690.8750.356 0.4690.21900
0

#39.1

00.10900.36500.356 0 0.094 ¢



APPENDICES

184

Q

#40.1

000469 0.562 (.365 0.469 0469 0 0

0

#41.1

0.510.654 10969 0.7190.562 0.891 0.5
0.00005

#42.1

06250719 0.891 1 10.9690.50.654 0.5
0.00011

#43.1

0.891 0969 0.719 11 | (¢.625 0.965 0.851
0.00024

#44.1

0.620.7190.891 1 10.9690.50.6250.5
0.0001

#45.1
0.510.62109590.7190.3620.891 0.5
0.00005

#46.1

0.53110.891 10625 0.891 0.25 1 0.53]
0

#47.1

0.25 1 0.625 1 0.891 0.654 0.531 0.969 0.5
0.00002

#48.1

0.50.1090.3440.562 0.094 0.36500 0.5
0

#49.1

0.344 0.37500.109 0 0.094 0.5 0.365 0.5
0

#5Q.t

0.0940.10900.3750 0.344 0 0.109 0.094
0

#51.1

0.344 0375 00.109 0 0.094 0.5 0.365 0.5
0

#52.1

0.50.1090.344 0.562 0.094 0.365 00 0.5
0

#53.1
00.75036504690.1090.37500.094 0.5
0

#34.1

00.4690.1090.750.375 0.109 0 0.469 O
0

#55.1

00.750.365 0469 0.1090.3750 0.094 0.5
0

#56.1
0.25037500.109000.50.3650.5

0

#57.1

001090037500.2500.1090

0

#58.1

00.10900.36500.2500.109 0

0

#50.1
0.25037500.i09000.50.3650.5

0

#60Q.1
0.25037500.109000.50.3650.5

0

#61.1

00.10900.36500.2500.1090

0

#62.1
00.10900.37500.2500.1090

Q

#63.1
0.250.37500.109000.50.3650.5

0

#64.1
004690.1090.750.3750.1090 0469 0
0

#0651
00.750.3650.4690.1090.3750040.5
0

#6481

00.750.3650.4690.1090.375 00 0.5
0

#67.1

00000250000

0

#68.1

06250750891 11105065405
0.00015

#6D. |

089110751 1106541 0.89]
0.00021

#70.1

089110751 110.62510.89]
0.00017

#71.1

0.6250.750851 11105065405
0.00015

#72.1

0620750891 11105062505
0.00014

#73.1

0.891 10.751110.62510.89]
0.00017

#74.1

089110751 110.6210.891
0.00016

#75.1

0620750891 11105062505
0.00014

#7481

0.531 1 0.891 1 0.6250.891 0.25 1 0.531
O

#77.1

0.2510.62510.891 0.654 0.531 1 0.5
0.00002

#78.1

0.2510.62510.89] 0.654 0531105
0.00002

#79.1

1110751111

0.00036

#80.1

0.50.6250.654 0.891 90.531 0.891 0.25 0.625 0.5

0.00876
#8141

0.891 0.891 0.531 0.625 0.25 0.625 0.531 0.891

0.891

0.00001

#82.1

0.53110.891 10.6250.8910.25 1 0.531
0

HE3.}

0.50.3750.1090.75 0.469 0.365 0.109 0.375 0.5

0
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#84.1

00.75 0.365 0.469 0.109 0.375 0 0 0.5

0

485.1

0.109 0.109 0.375 0.469 0.75 0.469 0.375 0.109
0.109

0.00041

#8610

0.500.094 0.562 0.344 0.094 0 0 0.5

0

487.1

0.5 0.375 0.109 0.75 0.469 0.365 0.109 0.375 0.5
0

488.1

0 0.469 0.109 0.75 0.375 0.109 0 0.469 0

0

#89.1

0.2510.62 1 0891 0.625 0.531 0.969 0.5
0.00002

#90.1

0.5 0.625 0.62 0.891 0.531 0.891 0.25 0.625 0.5
0.07651

#91.1

0.2510.62 1 0.891 0.625 0.531 1 0.5

0.00002

#92.1

0.5 0.625 0.654 0.891 0.531 0.781 0.25 0.5 0.5
0

#93.1

0.50.25 0.531 0.654 0.781 0.531 0.5 0.25 0.5
0.00008

494.|

0.5 0.625 0.654 0.801 0.531 0.781 0.25 0.5 0.5
0

#95.1

0.781 0.891 0.531 0.625 0.25 0.531 0.5 0.891
0.781

0

496.1

0.5310.531 0.250.781 0.5 0.781 0.25 0,531 0.531
0.99967

#97.1

0.781 0.891 0.531 0.625 0.25 0.531 0.5 0.891
0.781

0

#98.1

0:0.75 0.365 0.469 0,109 0.3750 0 0.5

0

499.1

0.50.3750.219 0,75 0.469 0.365 0.109 0.5 0.5
0

#100.1

0.50.75 0.5 0.460 0.219 0.469 0.365 0.75 0.5
0

#101.)

0.50.50.2190,75 0.469 0.365 0.109 0.375 0.5
0

#102.1

00.750.365 0.469 0.109 0.3750 0 0.5

0

#103.1

0.356 0.37500.109 00 0.5 0.365 0.5

0

#104.)

00.109 0 0.375 0 0.356 0 0.105 0

0

#105.1

00.4690.1090.750.3750.109 0 0.465 0

0

#106.1

0.109 0.219 0.5 0.469 0.75 0.469 0375 0.219
0.109

0.00007

#107.1

0.4690.4690.2190.750.50.75 0.219 0.469 0.469
0.99827

#1081

0.109 0.219 0.375 0469 0.75 0469 0.5 0.219
0.109

0.01529

#109.1

0.503750.2190.75 0469 0.3650.109 0.5 0.5
0

#110.1

0.50.750.5 0,469 0.219 0.469 0.365 0.75 0.5
0

#111.1

0.50.50.2190.75 0469 0.365 0.109 0.375 0.5
0

#112.1

00.750.36504690.1090.3750040.5

0

#1131

0.3560.37500.109000.50.365 0.5

0

#1141

0.1090.10900.36500.356 00.109 0

0

#1151

025106210891 06250531105

0.00002

#116.1

0.50.625 0.62 0.891 0.531 0.781 0.25 0.5 0.5
0

#1171

0.50.250.531 0.62 0.781 0.531 0.50.250.5
0.00008

#1181

0.50.6250.62 0.891 0.531 0.781 025 0.50.5
0

#1191

0.356 0.500.10900.1090.50.365 0.5

0

#120.1

00.8750.356 0.50.1090.469 0 0.109 0.5

0

#121.1

0.50.6250.219 0.875 0.469 0.356 0.109 0.5 0.5
0

#122.1

0.50.875 0.469 0.625 (1219 0.469 0.356 0.875 0.5
0

#123.1

0.50.62502190.875 0469 0.3560.1090.50.5
0

#1241

00.8750.356 0.4690.109 0.5 0 0.109 0.5

0

#1251

0.3560.500.10900.109 0.5 0.365 0.5

0

#126.1

0.46910.10908750.50.8750.109 0.4690

0
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#127.1

0.2191 0.469 1 0.875 0.625 0.50.8750.109
0

#128.1

0.4691 0.87510.6250.8750.219 1 0.469

0

#129.1

0.21910.510.8750.625 0.469 0.8750.109
0

#130.1

0.469 1 0.109 0.875 0.5 0.875 0.109 0.469 0
0

#131.1

008750365 0.30.1090.46900.109 0.5

0

#132.1

0.50.6250.87511 0.8750.50.6250.5
0.00008

#133.1

0.8750.8750.625 1 | 1 0.6250.875 0.873
0.00467

#134.1

05062508751 10.8750506250.5
0.00008

#135.1

0.5 0.625 0.219 0.875 0.469 0.365 0.109 0.5 0.5
0

#136.1

0.5 0.875 0.469 0.625 0.219 0.46% 0.365 0.875 0.5
0

#137.1

0.50.6250.2190.8750.469 0.365 0.109 0.5 0.5
o

#138.1

00.8750.3650.50.109 04690 0.109 0.5

o

#139.1

0.219 1 0.5 1 0.875 0.625 0.469 0.875 0.109
0

#140.1

0.21910.510.8750.625 0.469 0.875 0.109
0

#141.1
0.503750.620.8910.5310.750.1250.50.5
0.00001

#142.1

0.50.125 0.469 0.62 0.75 0.531 0.3750.125 0.5
0.00007

#1431

0.50.3750.62 0.85904690.750.1250.5 0.5
0

#144.1

0.125106.510.859 0.62 0.469 0.859 0.5
0.0000i

#145.1
0.1250859046900.1250.50.3750.7190
0

#146.1

0.3750.37500.12500.12505 0.5 0.5

0

#147.1
0.1250.12500.37500.37500.125 0.125
0

#148.1
0.5037500.12500.1250.50.3750.5

0

#149.1

00.4690.1250.7190.3750.125 0 0.469 0
0

#150.1

0.1250.801 00.53310.1250.3750.50.750
0

#151.1
0.12508590.50.3750.12500.4690.750
0

#152.1

005310.1250.750.3750.1250 0.46% 0
0

#153.1

0.50.530.50.750.875 0.625 0.5 0.50.5
0.0001

#1541
05050508750.750.125050.50.5
0.00001

#1551
0505050.8750.6250.50.5050.5

0

#156.1
05050503750.1250.25050.50.5

0

#157.1
0.50.30.50.8750.250.1250.50.50.5

0

#158.1
0.50.30.50.1250.375050.50.50.5
0.01411

#159.1

0.50.50.50.750.1250.567 0.5 0.50.5

0

#160.1
0.50.50.503560.8750.250.50.50.5
0.00009

#161.1

0.469 1 0.125 0.859 0.50.8590.125 0.4690
0

#162.1

0.469 1 0.87510.6250.8750.219 1 0.469
0

#i63.1

0.500.094 0.5620.344 0.094 0 0 0.5

]

#164.1

0.51096910.7190.9690.562 1 0.5
0.00006 .

#165.1

0.510.96910.719 0.969 0.562 1 0.5
0.00006

#166.1

0.5 0.5 0.969 0.969 0.562 0.969 0.969 0.5 0.5
0
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Appendix 3. Sample SAT file

S

Figure 69. Box1.sat

HEADER 106 213 1 D

SN e WO

10
11

12
13
14

15,
l6.

17

18

19,

20

22
23

body $-1 31 $-1 5-1 #
lump $-1 5-1 52 50 #
shell 5-1 5-1 5-1 53 351 #

face 54 55 56 52 $-1 57 forward single 4

colar-adesk-attrib $-1 $-1 $-1 53 256 #

face 58 $9 $10 $2 5-1 511 forward single #

loop 5-1 5-1 512 $3 #

cone-surface 513 -40.894024639034562

-181.05488688355484

-1

0 3.5355339059327329 0 3.53553390659327421 1 T I 0 1 0 I I I I &
color-adesk-attrib $-1 5-1 5-1 %5 256 #

face $14 515 $16 52 $-1 817 forward single #
.loop $-1 5-1 $18 55 #
.torus-surface 519 -45.894024639034569

-1 55 -1 000ITITITIH

loop $-1 $-1 $28 $9 #

SURFACE ID-Designer-attrib

.coedge $-1 534 312 531 535
21.

coedge 5-1 512 $34 $36 537

.coedge $-1 $38 $32 $12 $23
.edge $39 $40 $41 $22 $42 0

.cone-surface 529 -148.3940246390346
0 -3.5355339059327373 3.5355239069327373 1 I I 01 0 I I I I #
.coedge 5-1 530 $31 532 533

.coedge $-1 $20 $21 522 %23 0 $6 $-1 #
.SURFACE ID-Designer-attrib $-1 5-1 5-1 57 1 0 #
.color-adesk-attrib $-1 $-1 $-1 $9 256 #

face 324 525 $26 $2 5-1 527 reversed single #

0 310 3-1 #

5-1 %-1 $-1 311 2 0 #

1
o
1
#

$
=
5

6
6
2

5-1 #
5-1 ¢
6 $-1 #

-208.55488688355484

-213.55488688355484

-5 00

-1 00
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24 .color-adesk-attrib §-1 $-1 $-1 $15 256 #

25.face %43 544 545 $2 5-1 $46 forward single #

26.1loop $-1 $-1 %47 515 #

27.plane-surface 548 -110.89402463903458 -143.55488688355484 0 0 0 -~
1 -1 000IITITIGEH

28.coedge $-1 $49 550 551 552 0 516 $-1 #
29 .SURFACE ID-Designer-attrib $-1 $-1 $-1 517 3 0 #
30.coedge -1 553 518 549 554 1 $10 5-1 #
31l.coedge $-1 518 $53 520 535 0 510 $-1 #
32.coedge $-1 %22 $47 $18 533 1 $26 $-1 #
23 .edge $55 $41 $56 $32 $57 O #

34 .coedge $-1 521 520 $58 559 0 %6 $-1 #
35.edge $60 $61 $41 §$31 $62 O #

36.coedge $-1 %63 $64 521 537 1 $45 $-1 #
37.edge $65 $66 540 $36 S67 O

38 .coedge $-1 568 S22 564 $69 1 526 $-1 #
39.color-adesk-attrib $-1 $-1 -1 $23 256 #

40 .vertex $-1 $69 570 #

41 .vertex $-1 $23 $71 #

42 .straight-curve $72 -40.894024639034562 -181.05488688355484 0 0 -1
0 F -128 F 43 #

43 .color-adesk-attrib $-1 $-1 %-1 $25 256 #

44 . face $73 $74 $75 52 $-1 576 forward single #

45.100p $~1 $-1 536 S25 #

46 .plane-surface $77 -35.894024639034569 -68.554886883554843 0 0 1 0
0 010IITITI®EH

47 .coedge 5-1 $32 568 578 579 1 $26 $-1 #
48.SURFACE_ID—Designer—attrib 4-1 &-1 5-1 527 0 0 #
49 .coedge 5-1 578 528 530 554 0 516 S5-1 #

50.coedge $-1 $28 $78 580 $81 0 516 S$-1 #

51.coedge $-1 $82 %83 $28 $52 1 %84 $-1 #

52 .edge 585 $86 $87 551 $88 0 #

S3.coedge $-1 $31 $30 $89 $90 0 %10 $-1 #

54 .edge $91 $87 456 549 $92 0 #
55.coloxr-adesk-attrib $-1 $-1 $-1 533 256 #

56.vertex $-1 %33 $93 #

57.ellipse-curve $94 -45.8%402463%034569 -208.55488688355484 0 0 0 -
1 3.5355339059327373 -2.5355339059327373 0 1 I I #

58.coedge %$-1 $95 596 524 559 1 §75 $-1 #

59.edge $97 $61 $66 S58 $98 0 #

60.color-adesk-attrib 5-1 $-1 $-1 $35 256 #

61 .vertex $-1 599 5100 #

62.ellipse-curve $101 -40.894024639034569 -208.55488688355484 -5 0 -
1 0 3.535533%0K9327373 0 3.5355339059327373 1 I I #

63.coedge 5-1 5102 536 $956 5103 0 %45 5-1 #

64 .coedge S5-1 %36 $104 538 $69 0 $45 $-1 #

65.color-adesk-attrib $-1 $-1 $-1 37 256 #

66.vertex $-1 $59 5105 &

67.ellipse-curve §$106 -40.894024639034562 -68.554886883554843 -5 0 -
1 0 3.5355339059327329 0 3.5355339059327431 1 I I #

€8 .coedge $-1 $47 $38 5107 5108 1 526 S$-1 #

69.edge %109 5110 340 $64 5111 O #

70 .point §-1 ~40.894024639034569 -68.554886883554872 0 #

71.point $-1 -40.894024639034569 -208.55488688355484 0 #

72 .OWNER TAG-Designer-attrib $-1 3$-1 $-1 542 #

73.color-adesk~attrib $-1 5-1 $-1 %44 256 #

74 .face $112 $113 5114 $2 $-1 35115 forward single #

75.1cop §-1 $-1 458 %44 #
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76.plane-surface $116 -35.894024635034569 -218.55488688355484 0 1 0
000 -1 0TI ITITIH

77 .SURFACE ID-Designer-attrib 35-1

78.coedge $-1 $50 $49 $47 $79 @ $1

79.edge $117 $56 $118 347 5119 0 #

80.coedge $-1 $107 3120 $50 $81 1 $121 $-1 #

8l.edge $122 $118 $86 $80 $123 0 #

82 . coedge $-1 $124 $51 $120 $125 0 $84 $-1 #

83.coedge $-1 551 $124 5126 $127 1 $84 S$-1 #

84 .1l00p $-1 5-1 551 5128 #

85.color-adesk-attrib $-1 $-1 $-1 $52 256 #

ge.vertex $-1 $52 $129 %

B7.vertex $-1 $9%0 $130 #

88 .straight-curve $131 -148.3940246390346 -218.55488688355484 -5 1 0
0 F -53 F 118.00000000000003 #

89.coedge $-1 $12¢ 35132 853 590 1 $114 $-1 #

90 .edge $133 $87 361 $89 5134 Q #

91.color-adesk-attrib %$-1 $-1 $-1 354 256 #

92.ellipse-curve $135 -45.894024639034569 -213.55488688355484 -5 -1
0 0 0 -3.5355339059327373 3.5355339059327373 1 I T 4

93.point $-1 -45.894024639034569 -213.55488588355484 0 #

94.0WNER_TAG—Designer—attrib $§-1 $-1 §-1 §57 #

95.coedge $-1 $136 $58 $132 $99 1 8§75 $-1 #

96 .coedge $-1 $58 $136 563 5103 1 $75 $-1 #

97.cglor-adesk-attrib $-1 $-1 $-1 359 256 #

98.straight-curve $137 -35.894024639034569 -181.05488688355484 -5 0
1 0F -43 F 128 #

99 .edge $138 35139 $61 $95 S140 0 #

100. point $-1 -35.894024639034569 -208.55488688355484 -5 #

101. OWNER TAG-Designer-attrib $-1 $-1 $-1 362 #

102. coedge $-1 $104 %63 $141 5142 0 $45 $-1 #

103. edge $143 $66 $144 $63 5145 0 #

L04. coedge $-1 $64 3102 $146 35147 1 $45 $-1 #

105. point $-1 -35.894024639034569 -6B.554886883554843 -5 #

106. OWNER TAG-Designer-attrib $-1 $-1 $-1 567 4

107. coedge $-1 $146 $80 $68 $108 0 $121 $-1 #

108. edge $148 $118 $110 $107 $149 0 #

109. color-adesk-attridb $-1 $-1 %$-1 $69 256 #

110. wvertex $-1 $69 5150 #

111. straight-curve $151 70.276324B66906805 -68.554886883554872 0 1
00 ITI#

112. color-adesk-attrib $-1 5-1 $-1 $74 256 #

113, face %152 $128 $121 $2 $-1 5153 forward single #

114. Jloop %$-1 $-1 $89 $74 §

115. cone-surface $154 -45.894024639034569 -208.55488688355484 0 0
0 -1 7.0710678118654746 -7.0710678118654746 0 1 I I 01 0 I I I 1
#

116. SURFACE_ID-Designer-attrib $-1 $-1 $-1 $76 65539 0 #

117. color-adesk-attrib $-1 $-1 $-1 $79 256 §

11§, vwvertex $-1 $81 §155 #

119. straight-curve $156 -148.3940246390346 -213.55488688355484 0 -
3100 F -118.00000000000003 F 53 #

120. coedge $-1 $80 $157 $82 $125 1 35121 s$-1 #

121. loop-$-1 $-1 $80 $113 #

122. color-adesk-attrib $-1 $-1 $§-1 881 256 #

123, ellipse-curve $158 -185.8940246390346 -213.55488688355484 -5 1
0 0 0 -3.5355339059327373 3.5355339059327373 1 I I #

124. coedge $-1 $B3 $82 $159 $160 0 $84 $-1 #

$-1 $-1 %46 65537 0 #
6 S-1

1
$-1 #
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125. edge $161 586 5162 582 5163 0 #

126. coedge $-1 $164 589 3$B3 $127 0 5114 $-1 #

127. edge $165 $87 5166 $83 $167 0 #

128. face $168 $169 $84 $2 5-1 $170 forward single #

129. point $-1 -185.8940246390346 -218.55488688355484 -5 #

130. point $-1 -45.894024639034569 -218.55488688355484 -5 #

131. OWNER TAG-Designer-attrib $-1 $-1 $-1 $88 #

132. coedge $-1 $89 5164 595 $99 0 5114 $-1 #

133. color-adesk-attrib $-1 $-1 $-1 $90 256 #

134. ellipse-curve $171 -45.894024639034569 -208.55488688355484 -5
0 0 1 7.0710678118654746 -7.0710678118654746 0 1 I I #

135. OWNER_TAG-Designer-attrib $-1 $-1 $-1 $92 #

136. coedge $-1 $96 $95 5172 $173 0 375 $-1 #

137. OWNER TAG-Designer-attrib $-1 $-1 $-1 $98 #

138. color-adesk-attrib $-1 $-1 %$-1 $99 256 #

139. vertex $-1 599 5174 # .

140. straight-curve $175 -35.894024639034569 -208.55488688355484 0
0 01 F -131 F 31 # '

141. coedge %-1 $172 $176 $102 $142 1 5177 $-1 &

142. edge 5178 $144 $179 $102 5180 0 #

143. color-adesk-attrib 5-1 $-1 $-1 $103 256 #

144. vertex $-1 $103 $181 #

145. straight-curve $182 -35.894024639034569 -68.554886883554843 0
00 -1 1I1#H#

146. coedge $-1 $157 $107 $104 $147 0 5121 $-1 #

147. edge $183 $110 $179 $146 $184 0 #

148. color-adesk-attrib $-1 $-1 $-1 5108 256 #

149, straight-curve $185 -185.B940246390346 -119.76532576483297 0 0
10X 1# . ‘

150. point $-1 -185.8940246390346 -68.5548868835%4872 (4 #

151. OWNER TAG-Designer-attrib $-1 $-1 $-1 $111 #

152. c¢olor-adesk-attrib $-1 $-1 $-1 $113 256 #

153. plane-surface $186 -185.8940246390346 -68.5548868813554872 0 -1
00 0010ITIITIH

154. SURFACE_ID-Designer-attrib $-1 $-1 $-1 $115 1 0 #

155. point $-1 -185.8940246390346 -213.55488688355484 0 #

156. OWNER_TAG-Designer-attrib $-1 $-1 $-1 $119 #

157. coedge $5-1 5120 5146 35176 $187 0 $121 $-1 #

158. OWNER_TAG—Designer—attrib $5-1 -1 $-1 3123 #

159. ccedge $-1 $176 $188 $124 $160 1 $177 5-1 4

160. edge $189 $162 $166 $124 $190 0 #

161. coleor-adesk-attrib $-1 $-1 $-1 512% 256 #

162. vwvertex $-1 $125 5191 #

1632, straight-curve $192 -185.89%40246390346 -218.5%488688355484 0 0
0 -1 1 1I¢#

164 . coedge 5-1 $132 35126 $188 $193 O 5114 5-1 #

165. color-adesk-attrib $-1 $-1 $-1 $127 256 #

166, vertex $-1 $160 5194 #

167.. straight-curve $19S% -45.894024639034569 -218.55488688355484 0
00 -1F -31 F 131 #

168. c¢olor-adesk-attrib 5-1 $-1 $-1 $128 256 #

169. face $196 $-1 $177 $2 $-1 $197 reversed single #

170. plane-surface $198 -185.8940246390346 -218.55488688355484 0 ©
-1 000 -10ITITITIH

171. OWNER _TAG-Designer-attrib $-1 $-1 $-1 51234 #

172. coedge $-1 $188 5141 35136 $173 1 5177 $-1 ¥

173. edge $£199 35139 5144 $136 $200 0 #

174. point $-1 -35.894024639034569 -208.55488688355484 -100 #
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175. OWNER TAG-Designer-attrib $-1 $-1 $-1 $140 #

176, coedge $-1 $141 $159 $157 $187 1 $177 $-1 #

177. loop $-1 $-1 $188 $169 #

178. coleor-adesk-attrib $-1 $-1 $-1 $142 256 #

179. vertex $-1 $147 5201 #

180. straight-curve $202 70.276324866906805 -68.554886883554872
100 -1 0 0 I I #

181. point $-1 -35.894024639034569 -68,554886883554843 -100 #

182. OWNER TAG-Designer-attrib $-1 $-1 $-1 5145 #

183. c¢olor-adesk-attrib $-1 $-1 §-1 5147 256 #

184. straight-curve $203 -185.8940246390346 -68.554886883554872 ¢ ©
0 -1 I 1GH

185. OWNER TAG-Designer-attrik $-1 $-1 $-1 $149 #

186. SURFACE_ID-Designer-attrib $-1 $-1 $-1 $153 65543 0 #

187. edge $204 5179 $162 5157 $205 0 #

188 . coedge $-1 $159 $172 $164 5193 1 $177 5-1 #

188. color-adesk-attrib §-1 $-1 $-1 5160 256 #

190. straight-curve $206 70.276324866906833 -218.55488688355484
100 1 0 0 I I #

191. pOint $-1 -185.8940246390346 -218.55488688355484 -100 #

192. OWNER TAG-Designer-attrib $-1 $-1 $-1 $163 #

193, edge $207 $166 $139 $188 5208 0 #

194 . point $-1 -45.894024639034569 -218.55488688355484 -100 #

195. OWNER TAG-Designer-attrib $-1 $-1 $-1 $167 #

196. c¢olor-adesk-attrib $-1 $-1 $-1 $169 256 #

197. plane-surface $209 -185.8940246390346 -68.554886883554872 -100¢
0011000ITITITIH®EH

198. SURFACE ID-Designer-attrib $-1 $-1 §-1 $170 65541 0 #

199. <c¢olor-adesk-attrib $-1 §-1 $-1 5173 256 #

200. straight-curve $210 -35.894024639034569 -119.76532576483297 -
100 0 1 0 I I #

201. point $-1 -185.8940246390346 -68.554886883554872 -100 #

202. OWNER“TAG—Designer—attrib $-1 $-1 $-1 5180 #

203. OWNER_TAG-Designer-attrib $-1 $-1 $-1 5184 #

204. color-adesk-attrib $-1 $-1 $-1 5187 256 #

205. straight-curve $211 -185.8940246390346 -119.76532576483297 -
100 0 -1 O I I #

206. OWNER TAG-Designer-attrib $-1 $-1 $-1 $190 #

207. <color-adesk-attrib $-1 §-1 5§-1 5193 256 #

208. ellipse-curve $212 -45.894024639034569 -208.55488688355484 -
100 0 0 1 7.0710678118654746 -7.07106781186%4746 0 1 I I #

209. SURFACE ID-Designer-attrib $-1 $-1 $-1 $197 1 0 #

210. OWNER_TAG-Designer-attrib $-1 $-1 $-1 5200 #

211. OWNER TAG-Designer-attrib $-1 $-1 $-1 $205 #

212. OWNER TAG-Designer-attrib $-1 $-1 $-1 $208 #
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Appendix 4. Text report of the evaluation of Reall.sat sample part.

DATA FILE TO STORE FEATURE EVALUATION RESULTS

FEATURE IDENTIFICATION RESULTS

Feature Matrix

Slot Thol Cpck Bstp

Prot

Pock Step Boss

Face

11
16

25

38

59
B9
129
188
278
417

630

932

560

840
1180
1393
1824
1494
1937

o
0

0

0
0
0

2424
2311

2241

647

305
460

164
236

341

118
173
251

373
569
848

82
124

113
169
240

348

522

767
1095
1504
1958
2439
2229
2723
2707

0

¢

1729
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901
1285
1736
1271
1720
2204

0

0

0
0

2660

3140

3581

3983
4326

4578

4312

3122
2175

2673
3155
3607
4003
4346
3882
4258
3455

0
0

3871

4243
4443

0

3789
4168

3384

O

3797

4175
3404
3811

O

ile2

1747

1705
2187

0

0
o]
D

2033

2530
3009

3469
3888
4263
4540

0
o

4366
3676
4063

0
0
0

1835

3428
2986

2509
1903
1440
18938

0

0
0
0
0
0

2385
2864

3314

3557
3943

0
0

3903

3302

2378
1880
2363
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2839
3210
2748
2834
2348
2815
2398
1313
1464
1250
1686
2156
2638
3101
3541
2588
3058
3509
3914
2114
1651
1231

B76
1246
1679
1365
1590
1170

823
1182
1614
1814
1360

689

968
1355
1799
2276
2762
3232
3665
3264
3692
1028
1032
1419
1859
1210
1632
1944

610

O 00 0000000000000 00D0O0D0O0DO0ODODLDODODODOCOCOOO0O0OO0O0CO0C00000COCCOO0O0O000O000O0O0O0
OO0 0000000000000 O0OO0OO00000COD0O00C0O000000000000C00000000C0OCO0O0COoOO0Oo
OO0 000000000 FOOCODOCOCOOCOoOOCOCOoOOCOCODOOLOOOOCOCCOOCOO0OOLOOOOO0O0O00OC0COoOOoOOo
oo o OO0 0 0000000000000 00CO000000000C0O0O000000000coD0DOODODODODODOOO
OO0 00D O0O0COC0O0 0000000000000 00 000000000000 000000C0O0C0OO0OO0O0oOOo
O 00000 0COC00O000 0000000000000 0000000000CO0OD0O0O0O0DO0D00CO0OO0OO0OO0OCOO0O0OO0O
OO O O OO OO0 0000000000000 O00O0000000O0O0O0DOLLODODOODODODOOO
OO0 0 OC 0000000000000 00KFHO0OO0O00DODOCOoOoOCOoOCO000000COoOOo OO0 O0O0O0D0O0O0Q0O0

Potential Feature Matrix
Confidence Factors
Face Pock Step Boss Prot Slot Thol Cpck Bstp
91.2e-111.4e-072.5e-06 2e-154.3e-13 ©.5%90.000138.9e-13
111 2e-111.5e-07 6e-072.3e-151.1e-14 (©.990.000237.1e-13

161.2e-111.5e-07 6e-072.3e-151.1e-14 ©.990.000237.1e-13
251.2e-111.1e-070.000241.5e-152.8e-083.8e-105.7e-074 .9e-13
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381.2e-113.2e-080.00121.5e-159.4e-173.6e-116.5e-103.1e-13
591 .6e-111.2e-079.7e~051.6e-152.1e-168_.7e-12 (0.0173.2e-13
891.2e-115.4e-080.000711.6e-159.5e-174.9e-115.1e-05 3e-13
1291 .2e-111.1e-073.7e~051.5e-15 6e-102.4e-105.5e-084 . 5e-13
1881 .2e-112.2e-060.000871.5e-157.8e-074.2e-114.8e-07 4e-13
2781 .2e-113.2e-080.00121.5e-159.4e-173.62-116.5e-103.1e-13
4171 .2e-117.2e-3280.00051.5e-151 .5&-164 .9e-11 5e-053,1e-13
6301 .2e-115.4e-080.000711.6e-15%9.5e-174.9e-115.1e-05 3e-13
9321.2e-112.2e-060.000841.5e-15%.3e-074 .9e-113 .3e-074.1e-13
5601 _.2e-111.9e¢-060.000851.5e-159.5e-074.4e-113.5e-074.1e-13
8431 _2e-117.3e-080.000381 .6e-152.2e-165.2e-114 .4e-053.1e-13
11901 .2e-117.3e-080.00021.7e-154 .5e-166 .6e-11 4e-05 3e-13
13931.2e-116.2e-060.300841 .5e-15 1e-065.7e-113.1e-074.1e-13
18241 .2e-112,9e-050.000821.5e-151.1e-066.7e-112.6e-07 4e-13
14941 .2e-117.4e-080.000191.7e-151.6e-156.6e-113.5e-05 3e-13
19371.2e-119.5e-050.00015 0.013G.000214.1e-060.00214.3e-13
24241 2e-11 4e-080.000851,5e-15 2e-154.2e-117,%-083, 2e-13
23111.2e-118.3e-080.000331.5e-15 1e-092.3e-102.2e-103.8e-13
22411 .2e-114.1e-080.00091.5e-151.2e-144.2e-111.2e-083.2e-13
6471 .2e-113.2e-080.00161.5e-159.1e-173.5e-114 . 8e-103.2e-13
3051 .3e-112.6e-084.7e-051.5e-150.000913 .6e-111.2e-136.1e-123
4601 .2e-111.8e-08 3e-151.5e-141.7e-175.5e-060.000363.1e-13
1641.2e-110.000190.0002 0.990.00320.00033 0.24.5e-13
2361 .2e-115.9e-080.000811.5e-151.3e-104.7e-119.7e-073.1e-13
3411.2e-115.9e-080.000861.5e-151.4e-114.3e-118.6e-073.2e-13
1181.2e-110.000170.0002 0.570.00120.00011 0.0634.4e-13
1731.3e-110.00080.000111.5e-154.,1e-14 0.0030.000970.0049
2511.3e-112.3e-051.1e-09 Z2e-152.6e-075.2e-070.00152.6e-10
3735.6e-071.6e-082.4e-051.5e-157.1e-071.6e-120.00117.5e-07
5691 .3e-112.4e-051.2e-09 2e-152.6e-075.3e-070.0015 3e-10
8481 .3e-1310.00080.000111.5e-153.8e-140,00310.000970.0034
82 0.941 .2e-086.3e-091.6e-156.2e-063,7e-060.00243,3e-13
1246 .3e-091.7e~-084.2e-051.52-~155,2e-075.5e-120.00110.00029
1130.00311.1e-080.000161.5e-152.4e-153.2e-084 _62-103.7e-13
1692.7e-071.6e-082.6e-051 .5e-152.4e-071.7e-220.00112.1e-06
240 0.931.2e-085.8e-091.6e-156.6e-064.1e-060.00243.3e-13
3481 .2e-115.6e-080.000831.5e-15 3e-134.4e-111_3e-063.1e-13
5221.2e-118.3e-080.000441.6e-153.1e-155.5e-113.1e-053.1e-13
7671 .2e-112.7e-060.000791.6e-154.9e-07 6e-115.1e-073.9e-123
10951.2e-117.62-080.000431.6e-155.6e-165.2e-113.2e-05 3e-13
15041 .2e-115.6e-080.000881.5e-153.8e-144 .1e-111.2e-063.1e-13
19581 .2e-11 1e-070.000311.5e-15 le-09 3e-105.1e-103.8e-13
24391 . 2e-11 4e-080.000861.5e-158.8e-164 .1e-118.9e-083.1e-13
22251 .3e-110.000326.7e-051.5e-151.7e-140.000570.000684 .4e-07
27231.3e-11 2e-053.7e-091.7e-152.6e-064.3e-070.00151.7e-07
27076.1e-10 2e-08 6e-051.5e-159.1e-072.6e-120.00098 0.13
17291 .3e-111.9e-053.5e-091.7e-152.7e-064 .3e-070.00151.6e-07
9011.3e-110.000326.7e-051.5€-151.8e-140.000560.000685.7e-0Q7
12851.3e-116.4e-081.6e-121.52-15%.3e-151 .4e-127.3e-054 .2e-13
17361 .4e-111.3e-089 .4e-061.5e-151.5e-231.9e-149.6e-113.5e-13
12711 .3e-116.4e-081.5e-121.5e-158.8e-151.6e-127.3e-054.2e-13
17201 .3e-112.2e-063.4e-091,9e-152.2e-072.5e-070.00136.3e-11
2204 3e-081.5e-086.3e-051.5e-151.5e-092.7e-130.000922.6e-09
26603 .1e-081.5e-085.%9-051.5e-152.8e-093.1e-130.000941 .6e-09
31401 .3e-112.2e-063.6e-091.9e-152.2e-072.5e-070.00136.5e-11
35811 . 3e-112.2e-063.4e-091.9e¢-152.2e-072.5e-070.00136 .3e-11
39833 1e-081.5e-085.6e-051.5e-153.9e-093.5e-130.000961.2e-03
4326 3e-081.5e-086.3e-051.5e-151.5e-092.7e-130.000922.6e-Q9
45781 3e-112.2e-063.6e-091.9e-152.2e-072.5e-070.00136.5e-11
43121 42-111.3e-089.4e-061.5e-151.5e-231.9e-149.6e-113.5e-13
31221 .3e-116.7e-082.3e-121.5e-153.3e-15 2e-129.1e-054.1le-13
21751 .3e-116.7e-082.3e-121.5e-153.3e-15 2e-129.1e-054.1e-13
2673 0.981.7e-081.6e-131.5e-151.2e-155.2e-100.00233.5e-13
31551 .2e-118.5e-080.000391.6e-157.7e-155.3e-112.6e-053.1e-13
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36071 .
40031.
43461
38821
42581.
34551
38711
42431
44431
37891
41681
33841.
37971.
4175¢L.
34041,
38111.
31620.
17471
17051.
21871.
20331.
25301.
30091.
34691.
38881.
42631.
45401 .
43661.
36761.
40631.
38351.
34281.
29861.
25051.
19031.
14401.
18981
23854
28641
33146 .
35571
39431
39031
33021
23781.
18804
23631
28391
32101
27481.
28341.
23481.
28151.
23981.
191851.
14641.
12501.
l16861.
21561.
26381,
31011.
35411.
25881.
30581,

2e-112.3e-060.000751
2e-112.5e-060.000761

.2e-118.5e-080.000391
.2e-117.8e-080.000371

2e-112.5e-060.000761

.2e-112.7e-060.000771
.2e-117.8e-080.000371
.2e-11 1e-070.000311
.2e-11 4e-080.000851
.2e-11 4e-080.000851.
.2e-112.7e-055.9e-05

2e-119.3e-080.00181.
2e-11 14.5e-111.
2e-11 1e-070.000311.
3e-111.6e-077.7e-061
Je-116.7e-082.5e-121
00391 ,6e-083.9e-061.

.9e-112.6e-051.4e-051

de-111.6e-077.8e-061
4e-111.3e-089.4e-061
2e-113.9e-080.000921
2e-119.4e-080.00461.
2e-113.9e-080.000911
2e-118.4e-080.00351.
3e-117.1e-080.00211.
2e-118.4e-~080.00351,
2e-110.00025 7e-111,

2e-111.1e-070.000151.
2e-110.000563.8e-111.

32-116.7e-082.5e-121
2e-111.3e-072.7e-071
2e-111.9e-071.7e-131
Z2e-111_3e-074 .6e-081
3e-116.7e-082.5e-121
3e-112 2e-052.7e-091
2e-071.6e-083.1e-051

.4e-111_3e-089.4e-061
.6e-101.7e-082.9e-061
.3e-119.9e-083.2e-051

8e-081.7e-081.4e-051

.2e-111.3e-072.7e-071.
.2e-111.9e-071.7e-131
.2e-111.3e-074.7e-081.
.3e-116.7e-082.3e-121,
3e-112.2e-052,.6e-091.
.22-091.7e-084.5e-051
.2e-113.9e-080.000911
.2e-118.2e-080.00831.
.3e-118.7e-080.000451

2e-11 %9e-080.000491.
3e-111.2e-051.3e-101
2e-116 .2e-081.3e-121
2e-118.1e-084.6e-051
2e-111.2e-077.6e-121
2e-118.1e-084.6e-051
2e-116.9e-084.3e-131
3e-111.2e-051.3e-101
3e-112.6e-080.000111
2e-11 2e-080.00191.5
2e-117.4e-080.000311
2e-112.1¢-080.00141.
3e-112.6e-080.000111
2e-116.2e-08 le-121.
2e-115.6e-080.000581

.62-153.8e-07 7e-11 4e-073.Be-13

.6e-1%4 .62-076.8e-1131,8e-073.8e-13
.66-157.7e-155.3e-112 .6e-053.1e-13
.6e-159 . 5e-165.1e-112.7e-053.1e-13
.6e-154 .6e-076.8e-113.8e-073.8e-13
.5e-155.6e-076.6e-113.7e-073.8e-13
.6e-159.5e-165.1e-112,7e-053 . 1e~13

.5e-15 le-Q9 3e-105.1e-103,8e-13
,5e-15 2e-154 ,2e-117.9e-083 .2e-13

Ce-15 2e-154.2e-117.%e-083.2e-13
12.2e-075.3e-076.2e-063.92-123
5e-150.00362.1e-107.1e-084.8e-13
8e-152.6e-100.00960.00361.1e-12
Se-15 1e-09 3e-105.1e-103.Be-13
.5e-155.9e-12 2e-121.7e-078.4e-13
.5e-153.5e-151.7e-12 9e-054 .1e-13
5e-158.8e-174.8e-130.000422.%e-13
.5e-1% 7e-144.2e-170.00092 2e-12
.5e-156.1e-122.2e-121.7e-078.5e-13
.5e-151.5e-231.%9e-149.6e-113.5e-13
.5e-155 .3e-164.1e-117.1e-083.1e-13
Se-15 (0.531.1e-101.9e-08 5e-123
.5e-15 le-154.,1e-116.3e-083.2e-12
5e-153.4e-092.5e-106.2e-084.1e-13
9e-151.1e-166.7e-11 0.0013.1e-13
S5e-153.4e-092.5e-106.2e-084 . 1e-13
8e-155,7e-130.00140.000175.7e-13
5e-15 0.454.8e-111.1le-06 le-12
6e-151.6e-120.000117,2e-056.1e-13
.5e-153.5e-151.7e-12 9e-054.1le-13
.5e-151.4e-076.6e-125,4e-07 5e-13
.6e-152.2e-080.000390.000414.7e-13
.5e-151.2e-083.8e-12 1le-074.5e-13
,5e-153.5e-151.7e-12 9e-054.1le-13
,9e-152.1e-074.6e-070.00147.2e-10
.5e-15 9e-081.7e-12 0.0015.4e-~-06
.5e-151,5e-231.9e-149,6e-1132.5e-13
.62-~15 Be-17 2e-120.000612.8e-13
.5e-15 0.0114.3e-111.5e-061.2e-12
.6e-157.2e-173.1e-130.000742.9e-13
5@-151.4e-077.1e-125.5e-07 Se-13
.6e-152.2e-080.000430.000414.7e-13
5e-151.3e-084.1e-121.1e-074.5e-13
5e-153.3e-15 2e-129.1e-054.1e-13
%e-152.1e-074.6e-070.0014 7e-10
.5e-156.3e-07 7e-120.00110.00068
.5e-15 le-154,1le-116.3e-083.2e-13
5e-152.8e-091.3e-101.5e-084.2e-13
.7e-15 2e-163.9e-11 0.0Q063.2e-13
5e-15 6e-103.2e-102.1e-074.5e-13
.7e-151_.2e-061.6e-070.00137.3e-10
.5e-157.7e-15 le-111.7e-05%4.5e-13
.5e-156.4e-13 2e-111.2e-114 .6e-13
.5e-151.1e-142.2e-071.6e-06 Se-13
.5e~156.4e-13 2Z2e-111.2e-114.6e-13
.5e-152.5e-131.2e-11 3e-0S54.6e-13
.7e-151.2e-061.6e-070.00137.3e-10
.5e-150.000893.5e-115.7e-146.5e-13
e-156.3e-173.7e-112.7e-09 3e-13
.5e-15%6.1e-101.9e-10 Se-113.7e-13
5e-156.4e-173.7e-113.4e-09 3e-13
.5e-150.000893.5e-115,.7e-146.5e-13
5e-155.6e-151.5e-111.7e-054 .4e-13
.6e-151.1le-165.1e-114.3e-05 3e-13
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35081.
39141.
21141.
16511.
12311.

8761.
12461.

16791
13651

15901.

11701
8231

11821.

16141
igl41
13601

6831

9681
13551
17991

22761.
27621.
32321.
36651.
32641.
36921.

10281
10321
14191
18591
12101
16321
19441

6101

FEATURE

Feature
Feature
Feature
Feature
Feature
Feature
Feature
Feature
Feature
FEATURE
T_Hole

T_Hole

T_Hole

T_Hole

T_Hole

2e-112.7e-060.000911.5e-155.7e-074 .6e-111.3e-064.1e-13
2e-115.6e-080.000581 . 6e-151.1e-165.1e-114.3e-05 3e-13
2e-118.2e-084.8e-051.5e-159.9e-132.2e-111.3e-114 .6e-13
2e-111.2e-0768.4e-121 .5e-151.2&-142.8e-071.6e-06 Se-13
2e-118.2e-084.8e-051.5e-159.9e-132.2e-111.3e-114 _6e-13
2e-116.,2e-08 le-121.5e-155.6e-151.5e-111.7e-054.4e-13
2e-112.1e-080.00141.5e-156.4e-173.7e-113.4e-09 3e-13
.2e-112.1e-080.00141.5e-156.4e-173.7e-113.4e-09 3e-13
.2e-111.1e-070.000191.5e-15 2e-086.1e-10%.8e-074.7e-13
6e-111.1e-070.000281.6e-15 2e-161.6€-110.00773.2e-13
.2€-111.1e-070.000121.5e-15 2e-086.1e-109.8e-074.7e-13
.2€-113.2e-080.00121.5e-159.9e-173 .6e-116.2e-103.2e-13
2e-113.5e-08 5e-222.7e-15 0.681.4e-050.00274.1e-13
.3e-111.5e-052.1e-091.6e-150.000273.1e-070.00144.7e-06
.5€-102.4e-085,8e-051.5e-153.1e-054.8e-120.00096 0.98
-3e-110.00159.1e-091.7e-152.2e-069.9e-070.0017 0.073
.4e-111.4e-081.1e-061.5e-155.4e-222.3e-154.3e-103 .4e-13
.3e-112.1e-083.1e-061.5e-15 0.017.9e-144.1e-058.7e-13
-2e-111.8e-08 3e-151.5e-141.7e-175.5e-060.000363.1e-13
.4e-111.4e-081.1e-061.5e-155.4e-229,3e-154.3e-103_.4e-13
3e-116.5e-080.00111.5e-151.8e-164.3e-110.000143.2e-13
2e-113.7e-08 0.0171.8e-156.3e-174.8e-131.8e-052.8e-13
2e-11 Se-08 0.991.5e-156.6€-169.8e-118.%e-063.5e-13
2e-113.3e-072.3e-13 4e-146,8e-120.00350.00634.2e-13
2e-114.4e-08 0.021.7e-151.9e-181.2e-051.5e-064.4e-13
2e-116.31e-079.5%e-197 . 1e-132.9e-078.2e-06 1 4e-13
.2e-11 le-Q74_.6e-051.5e-159.8e-Q59.00182.8e-065.3e-07
-3e-119.8e-080.00053.2e-132.4e-081.3e-14 0.0072.8e-13
-3e-112 .6e-084,7e-051.5e-150.000913.6e-111.2e-136.1e-13
.2e-117.4e-080.000311.5e-156.1e-101.%-10 5e-113.7e-13
.9e-112.6e-051.4e-051.5¢e-15 7e-144.2¢&-170.00092 2e-12
.2e-117.1e-088.4e-061.8e-152.1e-076.2e-105.4e-083.5e-13
.2e-117 .1e-088 . 4e-061.8e-152.1e-076.2e-105.42-083.5e-13
.2e-114.2e-08 0.0080.00244.1e-074.8e-05 0.013.7e-13
IDENTIFICRTION REPORT

corresponding to FACE 9 is a T_HOLE

corresponding to FACE il is a T_HOLE

corresponding to FACE 16 is a T_HOLE

corresponding to FACE 164 is a PROTRUSION
corresponding to FACE 4168 is a PROTRUSION
ceorresponding to FACE 3797 is a ETEP

corresponding to FACE 4366 is a SLOT

corresponding to FACE 1814 is a B_STEP

corresponding to FACE 3232 is a BOSS

EVALUATION REPORT

Feature 9 requires special moulding process.
Feature 9 can be mculded in the part

Feature 9

Feature

Feature 11

11 can be moulded in the part

has a cylinder angle that need to be aligned to Z axis

has a Oraft-Angle of Face 164 OK.
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T_Hole Feature 16 can be moulded in the part

T _Hole Feature 1§

Protrusion

Protrusion

Protrusiocn
Protrusiocn
Protrusion
Protrusion
Protrusion
ProtTusion

Feature

Feature

Feature
Feature
Feature
Feature
Feature
Feature

has a Draft-Angle of Face 164 QK.
164 has a Top-fillet of Face 1824 too small

164 has a Top-filliet of Face 1393 too small

164 has a Top-fillet of Face 932 too small
164 has a Top-fillet of Face 560 too small
164 has a Draft-Angle of Face 1944 too small
164 has a Draft-Angle of Face 1937 too small
164 has a Draft-Angle of Face 2311 OK

164 has a Draft-Angle of Face 118 too small

Protrusion Feature 164 Bottom-Fillet: Fillet of Face 1944 does not exist
Protrusion Feature 164 Bottom-Fillet: Fillet of Face 1937 does not exist
Protrusion Feature 164 has a Bottom-Fillet of Face 3676 too small

Protrusion Feature 164 Bottom-Fillet: Fillet of Face 118 does not exist

Protrusion

Protrusion
Protrusicn
Protrusion
Protrusion
Protrusion
Protrusion
Protrusion
Protrusion
Protrusion

Feature

Feature
Feature
Feature
Feature
Feature
Feature
Feature
Feature
Feature

4168 has a Top-fillet of Face 4258 too small
4168 has a Top-fillet of Face 4003 too small
4168 has a Top-fillet of Face 3607 too small
4168 has a Top-fillet of Face 3455 too small
4168 has a Draft-Angle of Face 4243 0K

4168 has a Draft-Angle of Face 417% QK

4168 has a Draft-Angle of Face 1937 too small
4168 has a Draft-Angle of Face 118 toc small
4168 has a Bottom-Fillet of Face 4540 too small

4168 has a Bottom-Fillet of Face 3797 too small

Protrusion Feature 4168 Bottom-Fillet: Fillet of Face 1937 does not exist
Protrusion Feature 4168 Bottom-Fillet: Fillet of Face 118 does not exist

Step Feature 3797
Step Feature 3797
3tep Feature 3797
Step Feature 3797
Step Feature 3797

Siot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366
Slot Feature 4366

Blind-Step
Blind-Step
Blind-Step
Blind-Step
Blind-Step

Feature
Feature
Feature
Feature
Feature

has a Main-fiilet toco small

has a Draft-Angle of Face 4175 tog small

has a Draft-aAngle of Face 1958 DK.

has an external fillet of Face4003 too small.
has an external fillet of Face767 too small.

has a bottom-fillet of face 3888 too small.
has a bottom-fillet of face 3210 too small.
has a bottom-fillet of face 4540 tooc small.
has a bottom-fillet of face 3676 too small.
has a Draft-Angle of Face 1937 too small
has a Draft-Angle of Face 118 too small

has a Drafr-Angle of Face 4243 OK

has a Draft-Angle of Face 2311 DK

Top-Fillet: Fillet of Face 1937 does not exist
Top-Fillet: Fillet of Face 118 does not exist
has a Top-Fillet of Face 4258 too small

has a Top-Fillet of Face 932 too small

1814 has a Main-fillet too small

1814 has a Draft-Angle of Face 1799 DK

1814 has a Draft-Angle of Face 689 too small

1814 has a Lateral Draft-Angle of Face 1419 too small.
1814 has a Lateral Draft-Angle of Face 305 too small.
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Boss Feature 3232 has

Boss Feature 3232 has

Boss Feature 3232 has

Boss Feature 3232 has

MODEL'E GEOMETRICAL AND TOPOLOGICAL DATA

a

a

a

FACE TYPE ZANGLE Direc

o 1 85

11 1 )
16 1 o
25 4 [
38 1 0
59 1 on
B9 2 o
129 4 0
188 1 90
278 1 90
417 2 0
630 2 [
932 1 90
560 1 20
240 2 0
1130 2 0
1333 1 20
1824 1 20
1494 2 0
1937 5 85
2424 1 174
2311 5 B7
2241 1 5.82
647 1 175
305 5 87
460 1 176
164 5 0
236 1 7,05
341 1 7.05
118 5 85
173 1 7.05
251 2 0
373 1 a0
569 2 o
848 1 7.05
g2 5 95
124 1 20
113 5 180
169 1 30
240 5 95
348 1 7.05
522 2 o
167 1 90
1085 2 C
1504 1 7.05
1358 5 c
2439 13 £l
2229 1 7.05
2723 2 o
2707 1 Ely
1729 2 V]
901 1 7.05
1285 1 90
1736 5 180
1271 1 20
1720 2 0
2204 1 90
2660 1 90
3140 2 4
3581 2 0
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Top-Fillet of Face 2276 too small.
D/H ratio of Face 2762 too small.
Draft-Angle of Face 2762 OK

Bottom-Fillet of Face 1028 too small
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0 Q Q (]

0 3.38 3.69 5

3.51 3.51 0.614 5

0 0 Q (]
3.38-1.2e-14 3.69

0 Q Q 4]

3,56 -3.56 0 5.04

0 3.38 3.89 5

0 0 Q 0

Q0 -3.38 3.69 5

Q 0 0 Q

3.44 0 3.863 5
7.7le-14 -3.38B 3.69

0 0 0 0

Q 0 Q 0

0 3.38 3.69 5

-3.44 d 3.63 5

0 0 [ 0

a ] 0 0

-3.52 -3.51 0.492 5

3.52 -3.51 0.492 5

0 a 0 0

0 0 [ 0

0 3.38 3.69 5

3.444.9e-15 3.63

Q Q ] 0

0 0 4] 0

-3.44 d 3.63 5

0 -3.38 3.69 5

0 0 0 0

o) Q i} o

-3.52 3.51 0.492 5

3.52 3,51 0.492 5

o] 0 Q 0

4] 0 0 0

-5.68e-14 0.875 -5 5

4] 0 Q ]

o] Q Q 0

3.52 3.51 0.492 5

-5.68e-14 0.875 -5 5

0 0 Q 0

4] 0 Q ]

o] Q Q 0

0 -2.38 3.69 5

o] Q Q o

3.52 -3.51 0.492 5

o) Q 0 o

0 3.38 3.69 5

o) Q 0 o

0 0.B75 -5 5.08

o] Q 4 0

0 0.B7S -5 5.08

-3.52 3.51 0.492 5

0 0 0 Q

0 3.38 3.69 S

o 0 4] Q

3.52 3.51 0.492 5

0 Q 4] Q

3.44 3 3.63 5

0 Q 4] Q
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3101
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1190
1393
1824
1494
1937
2424
2311
2241
647
305
460
164
236
341
118
173
251
373
569
Bag
g2
124
113
169
240
348
522
767
1095
1504
1958
2439
2229
2723
2707
1729
501
1285
1736
1271
1720
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2660
i140
1581
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4346
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3404
lie62
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3811
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1314
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610
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igs2
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1393
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kL]
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1393
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113
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1632
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1937
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1747
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2673
1983
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1237
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3868 0
4263 0
4540 3888
4366 2839
1676 3888
4063 3983
3835 Q
3428 "}
2986 0
2508 169
1903 113
1440 1880
1898 2378
23B5 3302
2B64 3557
3314 40863
3557 4]
3943 0
31503 a
3302 1440
2378 113
1880 2348
2363 4540
2839 0
3210 0
2748 0
2834 113
2348 18830
2815 0
2398 a
1919 4]
1464 124
1250 113
1686 1231
2156 2398
2638 2815
3141 2398
1541 2114
2568 1880
3058 3541
3509 18679
3914 1&B6
2114 0
1651 Q
1231 0
876 124
1246 1651
1679 1651
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Appendix 5. Published Work

This Appendix contains copies of several research works published in Joumnals
and Conferences during the development of the system. They are ordered in
chronological order, therefore it shows in some way the history about the
development process of FEBAMAPP.



CONCURRENT ENGINEERING: Rassarch and Applications

Application of Neural Networks in Feature Recognition of
Mould Reinforced Plastic Parts

M. Marquez”

Universidad Nacicnal Experimental del Tachiwa (UNET), San Custobal. Venezuela

R, Gill and A. White

School of Engineering Systems, Middlasex University, London, UK

Recewed 20 January {999, accepied 10 revised form 2 June 1999

Abstract. Fealure recognition 1s an application dependant task, vheh has been mostly locused in produclion planfing ol machining Niocess &
plays a fundamenta role and usually 1s the firsl slep in downsiream acinalies conceming product deveicpment process such as deswgn for mana-
tactunng, design for assembly and process planning. This report prasents a methodoiogy 19 carry ol recognition of design for manufaciunng fea-
tures of reinforced plastic components A lhree-layer neural network system was cieated and winned vaing back-propagauon-supersisec igaring
1o recognise nine of the mosl IMportant design leaiures relaled 10 s manufaciunng process Also. a methodology for ore-processing 3-0 sohc
maodels such that geometncal and lopological information of the pasi couk be suilable as network input s presented High performance o 02 ne
syslem was achieved on the recogniton of the rained leatures as i »as observed In several iesi pans

Key Wards: feature recogniton, neural neiwork (NN) campuier aiced design 1CAD! sesign for manulaciunng (CFRIL tenlarzes [ 250

concurrenl engineering (CE)

1. Introduction

Featwe definiiion is process dependent. For this reason
moulding features of reinforced plastie need to be characterised
with the aim of identficanon and classification. The mawm objec-
fve of this wark is to point out the capabilines of usiny 2
feed-forward Neural Nerwork as a ool 10 cary oul automatic
feature recognition. This wili allow an casy medmm of evahiat-
ing the manufactuning process of reinforced plasnc components

‘The concept of classification involves the leamming of htke-
ness and differences in paticms that are abstractions of ohjects
in a population of non-identical antefacts. \When 11 1s deter-
mined that an object frony a population P belongs to a known
sub-population 5. we say that pattern recognition has been
achicved. The recognition of an individual objeer as belonging
10 a unique class is called idennficaion. Classification 15 the
process of grouping objects together inlo ¢lasses according o
their perceived likeness or similarities, The subjcctarea of pat-
tem recogninon includes both classification and recagninon
and belongs 1o the broader field of machine intelligence.

2. Background

Figure 1 depicts sub-populations 51.. .., S4 of a popula-

*Aulthor to whom comespondence should be addressed  Fresent address Maddleaes,
Unmiversity. School of Engineenng Svsiems. Bounds Green Hoad N112NQ Y wndem
UK

ton P of non-idemical objeets. alony with the prozvising ihat
recoenises @ saniple object. A pattem recogniser 15 a svsicm
10 which a leature vector is miven as wput. as which operates
on the feare veclor to produce an oulput that s the umgue
identifier (name. number. code-ward, vector, string. eic.} as-
sociated with the ¢lass to which the obyeet belongs (1]

An aulomane patern recogninon sySem 1s an operanonal
svstem that mimmally contains an input subsysiem rhat ac-
cepts sample patiern veetors. and a deeision-maker subsys-
lem that decides the elasses 1o which an input patern vecior
belongs. LTt also classifies. then it has a learning mode in
which it lears a set of ¢lasses of the population from a sany-
ple »f pattern vectors: that s, it partitiens the populanon inlo
the sub-populanons that are the feature classes.

A fearure s etther an atinbute or a funclion of one or more
attributes. Features must be observable, in that they can either
be measured. oblained as & fanciion of measured variables. or
estimated from mcasured values of correlated vanables. In
seneral. 2 panern vector of atributes is converied 1o a feawre
veetor of lower dimension that comtains all of the essennal in-
formation of the panern. Feature vectors from the same class.
however, are aiso different. Typically. the differences come
from three sources: noise, bias or sysiem errar. and natural
vanation benween objects within the same ¢lasses due to un-
knpwn variations of operators that create the objects

The system is tramed ustog a finile set of patterns called
the tramny set L the currect classification for these parems

Volume T Samber 20 June 1 [N
G-I N2 0FES a8 St
Q99 Technomic Fublishime Co, lae
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Figure 1. The recogniionsclassificaton process.

1 knowin thee this s supervised learming. otherwise 1t is un-
supcrvised leurnimy. The gertonmance of the syswm s evalu-
ated nsmg a different set of patterns knawn as ihe test set.

Developwment of a suceesstul system reguires 3 combiny-
ten of carefnl research and planning, educared vuesswork
and oumghi inal-and-error approach

The netwerk of choice for mast pattem recognition. signat
processm and similar applications 15 o mulu-lavered feed-
forward svsiem called 2 Back-propagation setwork [21.
[Back-propagauon i probably the best approach o use if the
fpui array 1s reaseosbly small and i the patierns o be
leamed do ot vary greaty m their size ot posyion in the in-
PUT arTay

Limitations of the back-propaganan network include a long
iraining tme for large neiworks, 2 propensity not 1o wain at all
duc 1o lacal minima in the error surface and linued ability
deal with mput panems thal are not rranslatianal. rofational.
ad s1ze invanant (3], However. with proper conditions of the
inputs_and by usimyg recent unprovements 1o the back propaga-
tion algorithim. these linutations can be overcome.

3. Experimental Work

The woal of this wark 15 to vvitluate the possibilities of us-
iny @ leed-forward neural network to carry oun identification
of manufacruring related features. In this reluninary work
nine leatures ol plastic moulded objects were used to train
the network. A tetal ot 20 sample pans were evaluated and
pre-processed so s weemerrical information was trans-
formed mio 3 suitable vector o be used as inpunt for the train-
ing of the reural network. Description of the pre-processing
methodolngy nsed 1 this researchis ghven below

3.1 Data Pre-processing

The start poinr ot the dara pre-processing is w penerale an
SAT (Save Ay Text) file of the salid model. This tarmal was
chosen based in the following facts: 11 is standard in most of
CAD modellers and it generates an casy 10 follow simacture
of the model infonnation. Information goes ail the way down
froms the solid. through Taces and edges. and finally verbees
and their A0 Y.oand £ co-ordinates.
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Figure 2. 2-D representation of a 3-1 abjeci.

The Tollowing sections will desenibe some of the concepts
used in the attempied approach for a pre-processing algo-
fithin of the solid’s topulogical and geometrical daia, such
that it can be used as network input.

3.1.1 CONCEPT OF FACE SCORE GRAPH

An objeet in a boundary representation (B-rep) data staue-
ture consists of a set of faces and cach face has neighbouring
faces. In the B-rep scheme Tor solid niodels, the definition of
the salid cames Trom combining the geemetnical information
about the faces, edges and vertices of an object with the topo-
topical data on how these are connected. This allows telling
when a point is outside. inside or in the boundary of the ob-
ject. In order to understand the relationship berween each
fact and the other faces of the moedcl. it is possible 1 convert
a 3-Dabjectinto a 2-1 face set [4]. Anexample of this is pre-
sented in Figure 2, where face 1 (f1) is represented ina 2-D
face set.

3.1.2 CONCEFPT OF CONVEXITY AND CONCAVITY

Chuang and Henderson {5] define concavity or convexaty
of a point on & B-rep element by defining an infinitesimally
smatl spherical neighbourhood with the point at its centre. If
the spherical neighbourhoed is filled by more than half with
solid malerial, then the point ncighbourhoed is concave, [If
the sphere is half filled with solid means that the neighbour-
hood is smaoth, else it is convex. Following the previcus def-
inition, a face can be classified as convex of concave as iths
shown in Figure 3.

Classification of an vdge can be done on the basis of the
angle between the faces sharing the edge, can be ciassified as
smooth. convex or concave. A vertex, based on the types of
cdges sharing the vertex, can be classified as concave or con-
vex. A convex verlex means more convex edges than con-
cave edges sharng it An illustration of ttus is shown in Fig-
ure 4.

In resume a face consists of a set of edyges and vertices.
Therefore. if a value is assigned to edges and vertices based
on their geometric and topological information. 1then these
values, which can be converted to a lace, can be (rans-
formed mito a score. This score includes, nnpheitly, the face
informarion and the information af the edpes and vertices
on the face.

The evaluation formula can be written as
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Non-planar

Planar convex convex face

face

Concave
face

Figure 3. Face classification.

F = f(F,E ¥, .4,)

where F; is the face score, £, is the face geometry informa-
tion, £, is the euge geometry informaiion, Fy is vertex geom-
etry inforrmation, and .4, is the adjacency among faces. edpes
and vertices.

3.1.3 CONCEPT OF FACE SCORE VECTOR

Hwang and Henderson [6 introduce the concept of face
scofe vectors in order to represent features in a suitable way
for neural network input, but a modified face scare value as-
signation will be used in this paper. The reason supporting
this modification is based on the presence of fillcts that give
origin to verlices with four edges and four adjacent faces,
which are represented better with the proposed face vecior.
This assignment of values 1o each characteristic of the objeet

in terms of faces, edges, loops and vertices is as shown in Ta-
ble 1.

Convex

vernex Conves

Cuncave

l edge

vertes

NG / Concme
2dpes

Figure 4. Types of edges and veriex.

Table 1. Assignment of values to obtain face values.

Edge Scores (E)

Convex edge 03
Concave edge -0.5
Loop Scores {L)

Positive inner loap +1.0
Negalive inner loop -10
Face Geometry Scores (F;)

Planar surface 00
Convex surface +2.0
Concave surface -20

LUsing these values the vertex score is caleulated by

v-S E

where Fis 1he vertex score, £ are the scores of the edees that
imersect 1o form the veriex and »ris the total nimber of cdues
sharing the veriex.

The face score is given by

F=iLTQ+Zg
g1 n 1]

where ¥} is the vertex score, w15 the number of venices on the
face. £, is the face geometry score, Ly is the inmer loop score
and ! is the number of inncr loops present on the face

3.2 Feature Definition

Accerding 1o the previous section. a face score depends on
the fce and i1s bonndary information. Therefore, smee eachi
face in the object has cenain fate score, a non-zero difference
between a face score and its neighbonring face score idi-
cales a lepological or grometneal change between these
faces. which form a region and the region may be definedas a
feature {7]. 1t is np 10 the svsiem developers to select the face
that better defines each of the features they want to tran the
netwark with.

A slot feature is used in Figure 3 as example to show the
{ace adjacency relationshup in a solid model: face | [F; 1
Figure 3(a)] is used as the main face ro define this particular
[eature

Figure 3(b) shows a detail of the surrounding [aces of £ in
2 COMmMCT 50 101s possible to observe that £ and £ have a shar-
ing-cdge relationship with &, but Py onlv shares a veriex with
£ This fact will be used in the construction of the mput vee-
tars ol the neural network.

Figare 6 shows the 2-D) representation of face | and Tahle
2 comamns the face scare calculations for each of the races de-
fining this feature. The last colimn of thvs sable contns the
nsrmahsed values of the face svores ranging beiween 1 and
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Figure 5. (@) Slo! feaiure sord model (b} wire-irame datait of the
{acg atjacency

Lo Nonmalised salues (1 simpldy the mput w sthe nesrad nes
The egnauan used 10 narmalise ihe valees 13

VosfF -4y s
where 7 1s the face scere wluch maximum value 15 4 for a
faee watitjust convay venax and convex surface and -4 for
faces with concave edues and concave surface

[Fach face of the abject has a nine-clement face vecior sim-
ar 10 1n2 one saown in Figure 7. which 13 formed in acewr-
dance with the tollowing rules:
* The ffth clement of the vecior is the face scare of iy Gave
under considerution {main face).
The nrmediately adjacen sharing-edge faces. faces Fa
Fo o and Fon Figure 6. with mghes scares are m posi-
uon tourth and sisth, and the nexs highest in posinon
third and seventh respeenvely, 17 thers 1s iess than fowr
faces sharing edges with the main face ihen those posi-
nans are setio zeco. [ihese are more 1than four fuaces shar-
ing edges then only the four highesi scores are consid-
ered.
Next, the highest scere of the faces sharing enly 4 verex
with the main face, faces Fo, F-. F, and £ in Figure 6. are
arranged m positons 2. 8. | and 9 accardmelv to the same
rales apphied ny the previous descnphion.

Figure & 2.D represenlation of the lace adjacency relauonshio ol
face 1

(S|

WA WHIN
Table 2. Face score calculation for the siot feature.

Face Narmal-

No. Values Resuit ised

5 {0.5+05-05-95) 0.0 0.5
4+00+00

2.3 0.5+05-05-05)1 -2.0 0.25
4-20+00

15 0.5+0.5+90+0.0y 225 0.783
4+20-00

57,89 [0.5+05+0.0~0.0y -1.75 0.281
4-20+04Q

Buecanse faces far awayv [rom the mam face play a minor
role wy determanuny 1he feature, a nine-eleient vectar is con-
sidered to contain enough informazion for this purpose. The
fuee score vectors o the remaiming eight features consid-
vred 1 this paper are shown in Figures § 0 13,

3.3 Network Architecture

SNNS ISwitgart Neural Newwork Simwulator), soltware
lram the Uwiversiey of Statgart in Germany, was used 1o
cansiruet the three laver Neural Nepwork selected to carry
vul 1his work. The net archiiceture selected can be seen in
Figure 16, Nine nedes ar neurenes corresponding (o the nine
vlemens af the face vectors form the first laver or input
laver. This laver has a fixed number of nodes. Four nodes
lornt the ntermediate or hudden laver and finalty, two nodes
form the cutput haver. whick altows having enough number
of combination (4) ot binary output (1 ar Q) to represent the
fearures.

Traming was made under supervised theory using a data
st comesponding to 20 part samples, which represent a 1otal
ol 620 faces. From these data approximately 10% was saved
for vahdation. Six thousand ¢ycles of the complete data set
was presented 1o each network in a random manner and the
leariing paramerer was fixed at a value of 0.7 The learming
function vsed was standard back-propagation.

1 99a
0300
5 900
- 700
© 500
IECe
Q 400
0300
4200
£1a0
2000

FACE SCORE

= FECE: 0287 0281 0260 0781 05000781 0250' 02010 281
ADJACENT FACES

Figure 7. Face wecior of face 3 representing ine slof teature.
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Figure B. Pocket face vecior
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Figure 9. Proirusion face veclor.
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Figure 10. Circular-Pocket face vector
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Figure 11. Boss face vector.
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4. Results and Discussion
Up s oo she leanmne process bas been by success.
il which means that cach ol the networks 1ecognises the
feature tiowas ramed 1o du so. The vatue of the threshold lor
recozmuon was fxed at 907, woallow for g redhienun in the
raminy tune cequired by the et
g Finatly several camplex pars were used o test the perfor-
Y manze of the savsten, Figure 17 shpws Saimple Part 1. which
u has 742 faces. where seven of those faces comespond io
el
by

iamed qeatures and e 0 3 non-irawed fearure (Parhal
Blid-siep. Resubts from this evaluation are presented in Ta-
bl P where s possible w see the expected outpur and the ac-
vaai oiputi of cach net. Ondy relevant faces of the part are pre-
see by the table due wo spave himations of this publicanon.

Fronr i results it was observed thai some features could
e sevoniiad even shonzh they are pan of more complex
ealthes, wineh sugrest o need for serting the feawre recog-
Mh process sch thai no redundancy occurs. To solve this
weait entence 2 erarchical order of the features was us-
stimed such that when a man face for a given feature alyeady
belongs tooa set of faces of a superior or equal framre. then
the second ivature recogmition event 1S omitted.

13 s the cuse for a Bhind-Step feature, where the main

Tabte 3. Result of the evaluation of Sample Part 1.

00O
OO

O
O
O
G
Q
O
O
O
G

Expected Actual
. Oroer Fealure Output Qutput
Protiusion on [0.00018 097204}
X Boss o1 (0.00157 0.99094;]
z Cirqular Pachel 01] [0.00214 0.89706]
: Pocket 01 {0.00564 0.95257)
i Tarough Hoe 01} [0.00481 0.99871]
= - R R : ‘regular Hotg {0q; [0.00074 000322
e s - {no present in the pary
== =noE == : Step a1) [2.00149 0.99442]
- Slot {01] (000389 0.99703)
Figure 18, Siprie: ¢hine Neva e sed E Bind Sleo 101) 10.0218 087323]
— Part ai Bhind-Slep [~ {0034 Q.78231)

Tlularen vim Bend-Siep rel recogriser
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face may be recognised az par oia Poacket feure tsee Table -
371 Since s assumed g the ok,
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5. Conclusions ' LT

Neural networks can beoied o DA e sty fea-
Hre recogniiion sy aleim of IS By fesune v e
ferced plastic compunciits.

L is necessams 10 riim one nensal med Ter each teatnge o by
recognised. which mihke the sysiem wasy o espand for the
recognition of a major sumber ot feamres ar nure conipivs
ones i reguuired. Thix wonld increase the e teaores e
cvaluate u particular i

AT Al et e o

SR AL
presemed Lo each Nl v 1 PRIt el re e e 1L
itwill simply the archinectune s Tammr 7 v e,
High performancy of the sy soas coedent gunng i
frature recogninon applied il ~ample components wad g
this work, where ali tranied teanies vere ecesned
Furfher work s undersay regandme thiee sundamemal ar-
eas of the sy stem deselopimy retated o this research Lirst,
the pre-processing of the SAT 0l s bemy amomted sucih
that time requirzd for creution of ihe Tice vectors could be re-
duced. A program writien in C- - s bemyg developed Sor this
purpose. which maws woal 1~ she pre-provessiig ot ilie S 1
files Teading to the auiomatic generae of D v
used as neural net iy
Second. Jdeveloping vs the leriae belwea e o
and the 3D madeller
1ion process car be
intertace developmen: are C - - programmmy and Saiol gsp
Finaby . perfonmuney of the sy sienr woill be oy adpaicd 1o R. Gill
garding the veneralisaion of the e,
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HYBREID TEXT FILE - NEURAL NETWORK FEATURE RECOGNIUTION SYSTEM
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ABSTRACT

Computer Aided Design (CAD) svsiems wvpically represent the geometry and 1opelogy of the part model in
ierms of low level product detimsion. which makes 1t very dilficult @0 perform Automated Engineerig
Anitlvsis (AEAY in downsiream applicanons, Featurg-hased swstems have detonstrated potential in crealing
interacive desivn envirommenis ind in awtomating the geometric reasening required in applications such as
manuticturabiliay evalnaton or design for manufacturing (DM,

A methodology is presenied 10 perfonn aulematic recegnition ol feaures related 10 manufaciuring
processes of plastic components using a wxt file (SAT) and a neural-nerwork hybrid svstem. Fhe ficst phase
of the feature recognition task 1x the processing ol the model SAT file. where weametsic and topological
idormanon of faces, edges and verices 13 nsed 1o represent the moded as oseries ol fuce vecaess, Each Tice
veetor conlaining information of one face and ns sorrounding faces in the objeet.

The second phase of the process is presenting the face vectors o a trained three-laver feed-tfarward Neural
Network sysiem [or the feature recognition. where one neural net is used for cach of the feares 1o be
recogniscd.

A briel intraduction of the fealure recognition topic is presented in the first pact of the paper. fallowed by a
description of the part representimtion used in this rescarch. Next, algorithms for the SAT file processing and
deseription of the newral net architecture used are preseated. In the last section resulls regarding fearre

identification in samplc parts are shown 10 have a very good performance to over 99%.
Kevwords: CAD. DEM, Feature recognuion, Text file (SATY, Noural Network.

INTRODUCTION

Computer Aided Design (CAD) swsteins tvpically
represent designed part as solid models, where the
datahise represents the geomary and opology of the
model in terms of low level praduct delinition. These
low level product definitions make it very difficult
performing Automaned Engingering Analvsis (AA)
The power of AEA can be exploiied o its Tulles)
extent il the input of CAD data is in higher-levet
form. lor instance as features.

The term fearwre s 2 highly conmext dependem
concept. For the same pan motel, manoficiuring
features.  assembly  featwres.  Finite  Element
Modellimg (FEMY Tearures. ete.. might not be the
same. The serm Teawre” can be undervivod as “u
mathemencal function of smme wpedosical andior
geomctric variahles whose values can be readily
wccesseed e derived feom e vilid wandel of the part”
(Prebhakar and Henderson. 1992 Manolactiring
fealures ¢an be defined, without restrictions, as

Urogions  of o part with s manufacting
pnporieace” (Allada and Anand, 1996).

Feature-hased systems huve demoasirated potential in
creating internetive  design environments  and
automating 1he  geomewrie  reasoning  required  in
applications such as manufacturability  evaluation.
Designers have been using  feaure-based  design
svstern (FBIXSY wainly based on two diffeven
approaches. the design by features approach and the
automatic featute recognition approach. ‘

ln the design by feawres approach. informauon s
stored duning the design phase. The designer creates
the part model using features present in a feature
librury vhyviating the need for o Teatre recagnition
procednre. However, the design by featutes appreach
has some diawbacks, o Tirst place. all e possible
features for auy application ¢annat be siored v the
feature hbrarv. ln second place. the svsiem calls o
expertise on the designer 10 choose the best set of
features o model the part, which i the connterpart i~


http://mdx.ac.uk

a constraint for the designer creativity by resirichng
hinvher Lo the feateres present in the Teature Hibory,

Automatic femure recopniion approach recoynises
features after the part 12 modelled on a CAD wyviom.
Twpically. a spevidic geomeny wpalogy
configuration < searched i the part model womter
the presence of g parteular ype of Teature  Fhese
syswems usually have complex algorithas and <ame
of the  approaches  used  dnclade  volume
decompoziiion (Txeny and Joshi 1994), expert svswem
(Depaldsom and - domathan 1993),  graph-based
approach (Lakke and Manwvla 1993). and the
neoral-network-based  approach (Wang 1992,
Prabhakar and Henderson 1992)

Some studies have indicared that patern marchang is
1ot a feasible approach to feature recopnition due 1o
s compuational  intensity [ Wang, 1092}
Nevertheiess, recently  developing  algorithms  are
viving @ witler scope for the applicatian of neural
networks {NN)Y 10 feature recogniian where the pre-
processing of the maxlel data plavs a fundamenia! roll
in the perfortmance of the whole systeen.

The presemt work presents a methodelogy lor pre-
processing a solid model daa stored moa ext file
{(SAT)Y and feeding this mformation imo o WN svsiem
where a4 specific geometry/lopolagy conhguralion is
searched 10 infer the presence of @ partcular wvpe of
feature in 1the model.

OBJECT REPRESENTATION

The selected object representation in this work is
ACIS. the ohject-oriented three-dimensional {3D)
geomelne madelling engine from Spaval Technology
Inc, which s designed 10 be used as the geometric
foundation  withm  cond  user 3D modelling
applications. ACIS is a boundary-representaton (13-
rep) modeller. which means thar it defines the
boundary bewween solid maierial and emply space.
ACIS separatcly represents the peomesry and the
lepelogy of the abjeets. which provides the abiliny 1o
determine whether o position is inside, owside or on
the boundary of a volume. The model ix implementet
in C - using a hicrarchy of ¢lasses.

Geomeuy relers 1o the physical entities in the medel.
such at points, curves and surfaces, independent of
their spadal relationship. Topology refers io the
spatial relationship between the entities in the nodel.
11 deseribes how the entities are connected. A moded
object is any vbjeet that can be saved W and restored
from a saved file,

An SAT Hile consasis of ane or two line header
record. and an end marker Tor the tile. and m leas
ane data recard hetween header and vnd marker The

leader s followesd by o sequence of entiy records.
These recards are indexed sequentially startiag at (0
sera. All top-level entities must appear befare any
ather entives. Thercafier. e order 15 nor significant.
Pointers between enlitics are saved as integer index
valaes, with NULLL pointers ceprexented by the vislue
1o ACIS pomter indices are preceded by § s the s
Ble. A complete deseription of the SAT fike s
avalable i the  spanal web page  thupis
woww spatial.com).

FILE PROCESSING ALGCORITHMS

The SAT file is processed using a C++ program.
which is able 1w obtin the relevant information
recuired 10 perform the inmsformation of the medel
ino feee vecters based on cach face charaeteristics,
The evaluation Tunction used Lo assign {ace scores
can be writlen as:

Py 1 (Faye B Vi A i}

Where I, 1= the Tace score. Fy, i the face geomelry
value, E, is the edge geomelry value, V, stands for
venex geamerry value, and A, i3 the adjacency
relationship amony faces, vdges and vertices.

In first place all faces in the object are identified and
Funhey information regarding Loops, Co-edges, edges
and vertices present in caech face are searched through
the SAT file. Figure | presents a display of those
entilics and ther spatial interrelations with cach
ather.

Figure | Faves. Loopa, Covdges. Bdges and ¥erices

Fivie hasic surfaves are used 1a creale each madel:
plane surface. sphine surface. sphere surfuce, cone
nrface and 1oms surlace. Fy, i assigned aecording o
sartace convexity (0 240 o coneavity (- 2005
vmsidering i plane sufuces have ¥ )



lhe nexa stép 1 wetting e infarnegion assoctned o
cach edge in the pan and assigning to then an vdge
geometrie seore (E) based wn thewr convexaty (+ 0.5}
ar congaviaty (- 030 The sharing foces of 1he edee
define this characienisie. Fable | presems  the
different combinations of taces and the resuiung edge
veometiiv seore kL

Table 1. Face combanaton and k. of cdpes,
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A=convex canc: B= concave cone: U= conves sphere;
D= concave spheres E= plane; F= Spline;
G=canver Inrus: H= concave 19rus,

{*) This combinatinn may huve convex or rnnchve olpes

The Vertex valug (V) 15 assigned as function of the
number and -kind of edpes sharing the verex,
zcconding Lo the fallowing equation:

V, 1Cx-Ce)* 05 |2]
Where:
Cx = Number of convex cdyes sharing the vertex
Ce - Number of concave cdues sharing the verex

Next, a lace score (F,) is computed based w the face
geometnic value and ihe vertex value of the face
according 1o the iollowing vquanon:

Where 015 1he wital number of vertices belonging o
the facy under e iluation

Fonally, a face ~vector (FV) s ereated. which consists
of nine claments corresponding to e Fooof she $acc
under evaloanon and ihe I, of the susroundmy foces.
Surrounding  fuces are classified as sharmg-edge

<

fuces nmd shacing-verex fwces Figure 2 shows the

stiuciure o the face vecor.
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Fivure 2. Faoe voctor strugiure

MATCHING FACE VECTORS TO FEATURES

Afier codimg the solid model according 10 1he rules
and ulgorithm previously deseribed. this information
ix used as input in the acural network swvstem.
Supervised lcaming of three layers  feed-forward
neurnl nerworks was used o carry out the leature
recognition 1ask, figure 3 shows a skeich of the NN
archiicclure  used. The  feature patierms o be
recognised are shown in figure 4.
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Figure 4. Feature potiems in be recngnised.
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The + - pecied ourput of the NN 45 one (1} or zero (0)
for  eeopnised  or  non-recognised  feamre,
FEspe ey,

Trintung of the NN svalem wus curmied oul using a
dats - oof 15 sample parts with a 1ol of 310 laces,
I5%. 0 (e dana was saved for validmion and five
thou ) evcles of the complete diuta sel wus
rmlonly presented o eiach  nenwork,
parine rer of 0.0
lean

Learning
and  standard  back-propagation

: lunction was uzed. Recognmon thresheld
wis biepd at 90°%, which reduce the raining time
reque o hy the net

RENCL TS AND DISSCUSION

Sevorsl sample purts. selected from a reinlorced
plisu. sprov-Taveup manuficiuring  process. were
ustib e gest the periormance of the svsiem, showing a
VY hunh rate of recogniion (100%) on the eatures
the - em was rpined (o do so,

Fien thomgh the fhiee vectors hive o be picsented
SCPae i Iy e each newrad neiwerk Tor recognimon of

pacticolar femures, processig ol the SAT Bile s
reguiced only once.

Figure 5 shows one of the sample parts used 1@ Lest
ihe perlarmunce of the system and able 2 conains
the owput of the recogninon process conresponding (0
this spmple component,
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In figure 6 it 15 possible 10 obzerve several {ealres in
a different layowr for testing the feawre recognition
vapacity of the swstem. Table 3 shows resuhis
vorresponding to sample pan 2.

Most of the pans used for tesuing the system were
sintectic with the intention of putting together as
nwiny features in the sume component as possible and
aveiding interference between adjacent features, but
alse some real pans were used showing the same
resuhs.
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Mot 2y
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Figure 6. Sample part 2.

Table 3. Newal Nemwork outputs [or sample part 2.
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CONCLUSIONS

Qn one side. the SALD Dle has proved 10 contain
enough informancn. abeut the sohd model. to be used
as part of an automatic {cature recogmition system. On
ihe other side. the fuce vecior concepl wied w this
rescarch seems 10 be approprinied to represemt the
olich geometrical and  topotogical  charaeteristics
leading toward a straighitonward feature tecognilion
adgorihim using a neural network approach.

[he svstem has proved also iis capability o handle
leatrees under the presence of fillets, one of 1he main
ditterences between plastic and raditional machined
COMPONENIS,

The fact that one NN ix required for each recognising
feature allows the system © be casily updated addung
new teaiures 1o it und or adding a new set of features
for u different application. if required.

Finally, based on ihe recognition rate it is possible 1o
cenfirm thai the hybrid Text File-Newral Nepwork
sestem shows high performance an this particalar
application of leare recognition.
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Automatic feature recognition on plastic
components

M MARQUEZ
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R GILL ang A WHITE

School of Engineenng Sysiems. Midatese s Unveisay. London, UK

Summary

Cumputer Anded Design (CADS systems typraally reprosent the peometiy awnd tpeoligs ol
the part inedel inerns of Tove Jevel product depimton, which makessery ditbicnlwe
perfont Autorated Engineenng anialysis { AEA L dow e appliatons Foduie based
systems have demonsirated potenuad in crealing inicrse e design covrenients amf i
aulniruting the geometne frascinng fedqunred in applhcsiuns suclh s manelaciunalihiy
cvaluabion Though, the sumber of teaties ma parhicelis apphcation are NN, e o
news s thal they can be categorised miua thine nomber of clusses

A tnethodalogy s presenicd i perfortn automatic recogniion of desgn teaines relaed 1
m;ll\nl.'!n.:l\l:‘lllg processes of plsnc compunenis, wherg o speestie goraneiryAapologs
vonfigurinion is sewched nsthe pan siede! by processing 18 Save s e ISATI onan
the presence ol u purticular 1ype of fealuie,

three e Lasks st teatue delimiiom i
e, fearure classifcinan, in which

This process of feature eeogmion campns
whiel the rules for recogmiuion are speeified; see
powential feataes we clansitied. and hird, feature Cxatachicn, ) which lealuies e valnaled
Truin the solid mode! and stored for further analysis A hybnd Ca amd Nearal Netwea &
{NNT Systein was created o performs the leature extraction tusk

1. Introduction

The e feature s sery contest dependens therelae Tor the sare part necdel nratay g
feamres, ssermbly featnies, finne eleptent meade lhog TFEM featunes, ctenmght e be lie
sume The e feature” van be understond i “a menbernaticed i or of oo dogudoweeos!
grellor gerenetene variadide wBess caodaey o beoreadi! v ieeseed e dernoed ot solid
rweatel e the pazt " |1 Al Manutactunig teaties e be definedsethout resinemae s

Tty saf ag prire Wit some erindin Laenend amprertane s | 2)

AuleTle [eue iwegnisar sestems lecognnse eatwes aiten the ot s oedelled ca s
CaAD systein Typuwolly. afier the geomeine model 1§ clested a compuier Progesm prosesses
the daab.zie i disgover ond catrict specilic promein Aopology 16 nfer the presency o o
partcnlar ype of leature N aneas eehnjues have beea developed e obhtin this inlomaien
directly from the geometic model datbase Bavically these techimues e hined i
companng porinms of the yeuneiny el with predenned genenc features v nfennly
wstanees that mach the predelined smes These sysiems usually hove commple s atgorntms

e weergninon s that they e caprabile of
o be e o pertont recoRiibeTn Lasks

One adviamtage ol applying neursl netwoorks o f
lcaromg by esimnple [3] This implies thanihey
by presenting the i ool e santples pattet than specitsng the procednre Savwaber mge
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FEBAMAPP: FEATURE - BASED MANUFACTURABILITY
ANALYSIS OF PLASTICS PARTS

Margquez, M. A,
Universidad Nacronal Experimental del Tachira (UNET)
San Criswobal. Venezuela
M Masguezd nids ac uk

Gill, R., and White, A,
School of Engineering Systems. Middlesex University
London, UK,

ABSTRACT

This paper proposes a systematic and consistent methodology o perform
manufacturability analysis of Ruinforced Plastic Parts (RPP). The proposed
methadolopy evaluates the part model in the carly stages of the product
development process considering the capabilitics and constraints of available
manufacturing  processes. materials and teoling required in standard RPP
praduction.

The lack of support from Computer Aided Design and Manufacure (CADICAM)
into the reinforced plastics industry is the major motivation of this rescarch,
Critical Manufacturing Part Features (CMPF) are identificd and the relationship
between the model’s geometrical information, the exmert’s geometric reasoning,
and the knowledge about the involved manufaciuring processes are clarified and
set together in an efficient featurc-rule-based manufacturabiliy anafvsis svstem.

A prototype system named FEBAMAPP® is being developed. This system
combines solid modelling (SM), automatic feature recognition (AFR). object
oriented propramming (OGOP), and u rule-basced sysicm (RBS) in order to assess
the manufacturability of the proposcd design.

The analysis is focused in iniernal and extemnal characteristics of the features,
where potential manufacturing difficulties are identified and fzed-back in terms of.
desian sugyestions is then used fo advise the desipgn process and improve the
overall manufacturabibity of the pant. Some virual parts have been used in wsting
the protorvpe sysicm showing promising results.

KEYWORDS: CAD/CANM, Concurrent Engineering (CE), Manufaciurability Analvsis.
Knowledge-Based Sysiem (K13S), Featwre-Based Design (FBDY. Fxpert Sysiem (ES).
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INTRODUCTION

Traditional methad of developing products suffers from a lack of information at the later
stapes of the development process where the early decisions have a major influence
increasing the lead-time and impacting the allocation of the project resourees (Ching and
Wong. 1999). Most of these problems could be avoided if the design team is able to
make the early decisions with sufficient considerations regarding aspects such as
available manufacturing processes, materials, tooling and fabour.

Detatled information of preduct concepts is normally not available at early development
stages. and thus decisions are made using qualitative information and judgement.
requiting expert knowledge 1o direct the evaluation of the proposed design alternative
{Rosenman, 1993). In wraditional practice the product concept development relies on
human experts. such as product designers, tool designers and manufaciuring engineers

who are required to have a high standard of specific knowledpe, experience and
Judgement.

The planning and design tunctions can be performed very well by Knowledge—Based
Svstems (KBS) in the engineering and manufacturing areas of the product design
{lgnizio. 1991). The product concept development and evaluation are predominanty
hased on the experience of desigrers. Extensive mathematical apalysis is not often
utilised, sinee analviical models are not available and calculations are alse limited to
satisly empirical rules. Hence, the designers are reguired 1o have a high standard of
specific knowledge and judgement.

Current KBS applications in salving moulding produet design are relatively new and
lew. Researeh topics of capturing injection moulding part design features from CAD
models, advising plastic material selection. automating the mould design process. etc.,
have become popular. Most of the existing svstems such as CIMP {Jong and Wang.
1989). Hyper(¥Plastic (Beiter et. al., 1991), and PLASSEX {Agrawal and Vasudevan,
[993) posscss scarching mechanisms and heuristie rules to assist desigrers in selecting a
candidate material by both quansitative and qualitative cvaluations. They were designed

in a standalone manner, not integrated into the part design. mould design or proeess
planning.

ICAD (Clinguegrana, 1990). DFIM (Zhang et. al, 1994}, and IMDA (Borg and
MacCallum, 1995) where sysiems developed for injection mould design, They require
part design details, such as three-dimensional geametrical profile and dimensions, as
compulsory inputs 1o these systems, so they can do part of the detailed product design
work but are reported as not appropriate for the conceptual product desiyn and new
product development planning purpases {Wang et. al., 1995).

[t has been recognised that feature-based modelling can bridge the gap between
engineering design and manufacturing (Ling and Narayan, 1996). The information
reauired by the different domains invalved in the new product development process
requires & eormmon linkage among these domains so the preduct developmeni cycle can

be reduced, This linkage, in the form of features. can facilitate (he aviomation of the
design to manufzcture process,

THE SYSTEM FRAMEWORK

Figure | presents the framework of the Fealure-Based Manufacturability Analysis of
Plastics Pans (FEBAMAPP) sysiem. The system evaluates the mode! starting with the

393
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pre-processing of the text file of the pant (ACIS file). pocs through automatic fearure
recognition. evaluation of intemal and external characteristics of ail features identified
and end up with a feed-back to the designer in terms of desigm suggestions. Design
suggestions are focused on those features, which may represent problems at

manufacturing stage and they do not attempt 1o be general design suggestions for the
whole model.

The product concept development process is rather complex that requires a set of
assumptions to simplifv the task, The assumptions included in this system are that the
market has been analvsed. the need for 2 new product has been identified, design
cequirements and product constraints have been defined. and the functions of the mould
reinforced part or components have been identified based on design requirements and
product constraints. The FEBAMAPP system focuses on evaluating proposed models at
the early stage of the product development procuss using a rule-based expert sysiem.
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Figure 1. Framework of the FEBAMAPP svstem.
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KNOWLEDGE-BASED SYSTEM DESIGN

Design rules can be seen as critical rclationships between design requirements and
process capabilitivs. Process capability data is usually compiled by manuofacturing
engineers and orpanised in such a way that constitutes the basis for dusign rules. These
rules provide with the limiting conditions that determine whether a proposed design
becomes urfeasible duc 10 its cost, quality, lead-lime. or combination of these
charactenstics.

Most ot the explicit work in the plastic industry is considered commercially confidential,
therefore it was necessary o perform 3 through analysis of mould and die design
literature 10 obtain some detailed infoermation concerniny reinforced plastics product
design and manufaciure. Most of the information used ie built the knowledge-hased
svstem: and s explicit design and manufacturing rufes were collected from the

reinforced plastic eaclosure industry, texts and hardbooks related (o this particular
manufacturing process.

According 10 the buman experts, the types of knowledge related 10 remniorced plastics
manufacturing processes are usualiy represented in forms of equations, tables, rufes of
thumb and design constraints related (o materials and.or processes, The [rame-based
represeniaiion method is used in FEBAMAPP to presenst the knowledge of a particular

feature (object): while the rule-based knowledge representation is used to represent the
decision logic and features mapping.

The declarative knowledege or Tacts used in FEBAMAPP can be broadiy classified as
follows.

+ Feature knowledpe (design constraints),

*  Plastic material knowledge (plastic matrix).

» Reinlorcing material knowledge (reinforcement fibre).

+ Eguipmentand woling knowledge {manufacturing processes),
»  Mould’s components design (knowledge and judgement).

The rujes can be broadly categorised as follows.

« Rules for material selection.
+ Ruies for process selection.
+ Rules for evaluation of internal characteristics of features,

* Rulcs for cvaluation of extcrnal characterisiics of features.

FEBAMAPP uses the forward chaining instead of backward chzining based upon its
simplicity and bener efficiency in execution. Typical forward chaining systems are uscd
10 solve problems oriented te data or diagnaostic wherc the input {acts are known and the
user is iocking for the derived output,

The inference process begins with the information currently provided by ihe pre-
processing of the SAT file of the solid model of the part and draws conclusions.
according 10 the conditional rules that it knows already. During this process, it may
request further details from the user so proper selection of materials and manufaciuring
process an oe wsed during ihe inference process. Eventually. it will arrive ac logical
consequenses. which it then gives as its deeision and 2 report in terms of design
suggestions s generated.
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The series of fearures considered for evaluation in this rescarch are pocket, protrusion,
circular-pocket, boss, through-hole, slat, step and blind-step. Afl ot them fully suppored

by the feature recognition module developed as part of this research (Marquez et. al.,
1969).

THE PROTOTYPE SYSTEM

A protolype svsiem is been developed as u Windows Application using Visgal Ci-+
according 1o the framework presented above and it consisis of several modules as
follows.

s Pre-processing of Sat file (PRESAT.

e Automatic feature recognition (AFR).

¢ Post-processing of the Sat file (POSTSAT).
o Material selection (MS).

s Process selection {PS).

s Manufacturability analvsis {(MA).

s Report generation (RG).

The svstem is designed to run the modules in sequential erder. Maodular reports of partial
results from each modute are available 10 the designer if reguired.

VALIDATION OF THE SYSTEM

Validation of the systern was made using virtual sample parts and very promising results
have been obtained. Figare 2 shows one of these sample parts where it is possible 10
observe the presence of several features, previously identified by the feature recognition
module in the manufacturability amalysis process. Threshold for recognition on the
Neural Network Svstem (NNS)Y was set 10 0.9 (90%) to reduce the training time required,
and alse 10 ablow the NNS 1o generalise under the presence of unknown data. The
precision for identification of features in this particular example range between 93.2%
for Pockel AL 1o 99 9% for Circular-Pocket, The Boss and Blind-Step features, used 1o

highlight this sample part. were identified lo a precision of 99.0% and 97.7%
respectisels.

[N Ewr o1 Network

CQulput for
YEATURE Recognitign

Boss & 10 95015

Beoss B {0 99850)

8ind Siep j2 67734

Trrougn Hole A {0 99203j

,  irougnHoie B 10 8R253)

" mougnnore ¢ | (099253

g0t {0 235753)

Pletrsion A i€ 953534;

Fiolrusien B |C 95653

Heatusien O [o 35573

Siep 10 55667

} Creutar Pecrer ) [ 85550

1. Cregiar Potue By |0 57594

! Jpcher A [0 53150)

= frai eyprrtron e R © Paswei B 0 e
- - § e r ATy em ] Aacwer T [IORETRT A
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Figure 2. Samiple part used #2t validation of the svalem and NN recogiiiion values.

This particular sample part has 221 fuces and presents 16 features shown in figure 2 as:
(1) Boss (A, B). () Blind-Step. (3) Through-Hole (A, B. C). (4] Slot. (3) Protrusion (A.
B. 0). (&) Step. (7) Circular-Pociet (A, BY and (8} Pocket (AL B, C}. Evaluation of the
internal characterisiics of Boss and Blind-Siep farures is resumed in Table | and the
coesponding evaluaiion of external characierisiics in Table 2.

Each Seature hes particelar characteristies that require w0 be checked. Basically the
pracess consisis in caltulaie o ohaain valyes of each characierisiic and comparg (hose
»alues against the values stored in the database. The possible outputs {rom this checking
rocuss i, in first place. hat the feaiure characteristic (s "OK” which means that the
particular dimaesion is accepiable according ta the expert’s recommendations. In second
[a

T

placz, the output could be Srmali” which represenis a possible difficulty ai manufacturing
Hime. regquiring some redesian of the pan The Hnal decisian about chanpes in the design
i Je o the designer, FEBAMAPY will oniy give sugpestions abeut which dimensions
need o be increased and also somc explanaiions of the possible probleins expecied it no-
change is made in the design.

Table 1. Evaluaiion of iniernal characteristics of features in sample part,
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BLIND-STEP

feature

Enstarce 10 2 border

450 254

Finally, output of the manufacturability analysis module is presented in terms of design
recommendations o Table 4. Since there is no way to know the design intention of the
part, then it is not advisable to give general recommendations of design for the whole

component, and recommendations are focused on each characteristic of the feature.

Evaluation was carried out considering two different manufacturing processes, Hand
tay-Up and Pressurc-Bag, so it is possible to observe that the design characteristics
required are different upon the manufactiring process selected for the production of the

part,

Table 3. Design recommendations according to manufacturing process selected.

FEATURE

DESIGN RECOMMENDATIONS / MANUFACTURING PROCESS

|

AND LAY -UP

PRESSURE BAG -

BOSS

Top filtet should be increased 10 avoid probloms
reluted 10 rapped air. Recommended 6 4 mm.
Bottorm fillel shoyld be increased (o avord
prodlets related to trapped nir. Recommended
64 aum,

Rauie Diameier/High shauld be increassd 1o
gve mofe room to foods and fa¢ilitate the

moulding process Recammended 2.5

Mo problems reporied regarding external
charactensiics

Tap fillet should be increased 10 avond
problems relaied 10 rapped air.
Recommended 12 5 mm.

Bottom fzllct theuld be inereased 10 svord
problems relased w0 uopped it
Recommended 12,5 mm

Crraft angle should be increased to avoid
piohlems related to extrcting of the par,
Recormmended value 6 degrees

Na problems reported regarding exernal
characteristies

BLIND-STEP

Top fillz: thauld be increased 10 asond problems
releted 10 rapped air. Recommended & 4 mm
Bottom fillct showd be increased 10 avoid
probleirs telated 10 irpped mir. Recommended
64 mm

Beiween-walls filler should be increased to
avord problems reiated to trapped air

Recommended 6.4 mm

No problems seponed re garing £xiemal

rharactensids,

Top Gtiet should be incroased (o svord
problers relaied 1o weapped air
Recommended 12.5 mm.

Bottom filket should be incrensed te avoid
problems relaled to trapped ajr
Recommended 12,5 mm

Retwecn-walls filker should be increased 10
avond problers relared to mapoed air
Recommended 12 5 mm,

Drraft anple shouid be increased 10 avord
probleims related 10 exiracting of the part,
Recommended value 6 deees

No prudlems r¢poried reparding extemal

characienistics.
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CONCLUSIONS

The scope of the proposed system is to provide destgners with early support in terms of
manufacturing capabilities and limitations of available manufacturing processes such that
design of reinforced plastic components can be improved from the initial design stages.
The analysis approach used in this research focuses on features in the model and
artemnpts to guide the designer in such a manner that intemal and external characteristics
of those features car be impeoved reducing global manufacturing difficulties during jater
stages in the proguct developmernt process,

A feature-based manufacturability analysis of reinforced plastic companents is presented
which consists of;

* Automatic identification of the features present in the model

» Evaluation of internal and extemal characteristic of the features previously identified
in the modei, and

» A design recommendation output of the system,

Design recommendations are intended to specifically improve each feature instead of
attempting to be global design recommendations for the whole component.

The implementation of this system hopefully will reduce the lead-time and enhance the
final design reliability of reinforced plastic components.
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ABSTRACT

The purpose of this research is to establish a methcd to perform manufacturability
analysis of reinfarced plastic components by using a hybrid system including

automatic feature recognition and a feature-based assessment of manufacturability

Feature recognition plays a fundamental role and usually is the first step in
downstream activities concerning preduct development process such as design for

manufactunng, design for assembly and process planning.

Critical features to successful reinforced plastic moulding are identified and the
relationship between geomelric information of the model, expert geometric
reasoning, and knowledge of related manufacturing processes are clarified and

predetermined together in a useful and efficient manufacturability analysis system.

A prototype system using solid modelling, object oniented programming and a rule-
based system, which is intended to consider the fuzziness of the experts reasoning
about reinforced plastic components’ design, is under construction to test the
proposed concepts, The major contribution from this work is a consistent and
systematic methodclogy of analysing the geometry of models allowing assessing its
manufacturability. This methodclogy considers available manufacturing process
capabilities, materials and tooling required. Up to now scme virtual parts had been

used to test the system showing promising resuits.

Keywords: Feature Recogniticn, Neural Network, Design For Manufactunng (DFR)

Reinfarced Plastics, Manufacturability Analysis.



1 INTRODUCTION

The effect of design on manufacture has been subject of frequent research in an
attempt to reduce lead time and development costs of new products without
sacrificing product quality. The design lead-time can be reduced if manufacturing
expert knowledge input occurs throughout the design phase. thus avoiding costly

design-redesign loops.

Design for manufacturing (OFM) involves simultaneously considering design goals
and manufacturing through the design process starting from conceptual design stage
and cortinuing through the embodiment and detailed design stages. This task is
carried out in order to identify and alleviate manufacturing problems while the
product is being designed; thereby reducing the lead time for product development

and improving product quality "

it has been widely recognised that feature-based modelling is a potential medium to
tink engineering design and manufacturing, and that such a linkage plays a
fundamental role in shortening product development cycles. A feature can be defined
as a mathematical function of some topological and/or geomelric variables whaose
values can be readily accessed or derived from the solid model of the part” .
Particularly, manufacturing-related features can be considered as regions of the
model with some manufacturing importance regarding materials. processes, tooling

and/or lahour.

The major difficulty in integrating design and manufacturing lies in providing an
effective interface between them ') This interface has to be able of providing

complete and relevant manufacturing information from the design to the
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manufacturing domain. in general there are three methods used to transfer this
information: interactive feature definition. automatic feature recognition and feature-

based design.

Feature definition 1s process dependent. For this reason moulding reinforced plastics
features need to be characterised with the aim of identification and classification.
One of the abjectives of this work is to point out the capabilities of using a feed-
forward Neural Network (NN) as a toal to carry aut automatic feature recognition
This will be a first step an the process of evalualing the manufacturability

characteristics of a praposed part model.

The concept of classification involves the learning of likeness and differences In
patterns that are abstractions of objects in a population of non-identicai objects. The
recognition of an individual object as belonging to a unigque class is called
identification. Classification is the process of grouping objects together into classes
according to their perceived likeness or similarities. The subject area of pattern

recognition includes both classification and recognition and belongs 10 the broader

field of artificial intefigence.

Once features are recognised analysis of manufacturability is performed which
cansiders not anly the geometry of the part but also materials. and process
capabilities and limitations. It i1s expected that manufacturing analysis systems will
reduce the need of studying and memorising checklists. allowing designers to
concentrate their work in the creative aspects of the product development process

A systematic methodolagy for manufacturability anatysis will identify manufacture-
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related problems at the design stage, and pravide the designer with the opportunity

to correct them early in the process.

The remainder of this paper provides a comprehensive description of the hybrid
Neural Network - Feature hased manufacturability analysis system proposed. Design
representation i1s discussed first where the structure of the geometrical.data of the
madel is described. followed by a comprehensive description of the concepis used in
this research. Next, a sample feature is used to point out design-to-manufacture
rules used as basis far the feature-based manufacturability analysis system. Then a
description of the manufacturability analysis system framework is presented followed
by a validation section where sample parts are used to demonstrate the performance

of the system. Finally, a discussion of results and conclusion sections are presented.

2 DESIGN REPRESENTATION

The proposed design representation is based on the boundary represéntation (B-
Rep) of solid modelling. Specifically, design data is retrieved from a CAD system via
i#s Save As Text (SAT) file. SAT files are becoming standard in CAD/CAM software
and the part geametry can be designed in any CAD sysiem as long as it can provide

an SAT file of the modelled part.

The selected object representation in this wark is ACIS, the object-oriented three-
dimensionai (3D) geometric modeliing engine from Spatial Technology Inc. ACLS
separately represents the geometry and the topology of the objects, which provides
the a'bilny to determine whether a pasition Is inside, outside or on the boundary of a

volume. The model is implemented in C++ using a hierarchy of classes.
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Geometry of thé model refers 1o the physical entities such as points, edges and
surfaces. independent of their spatial ;elationship. On the other hand. topalogy refers
to the spatial relationship between the entities in the model such as loops and co-
edges. Regarding this research, a model object is any object that can be saved to

and restored from an SAT saved file. Figure 1 shows the structure of the SAT file.

in this study. the design information is allocated into face-vectors {(FVectors), which
intrinsically contain model information regarding loops, edges, co-edges, vertices
and topoelogical relationships between any particular face and its surrounding faces
in the object. These FVectors are connected by a set of link lists, therefore, once a
feature 1s identified it is possible to search the model database and transfer all
information regarding faces belonging to a particular feaiure to the feature-based

manufactunng analysis module of the system.

The number of FVectors corresponds to the number of faces in any particular model,
and the number of entries in each FVector is nine, one entry for the identified face
representing the feature and eight entries for possible surrounding faces. Out of
these eight entries, four are reserved for SharingEdge faces and the remaining for
SharingVertex faces. SharingEdge face is a face that actually shares an edge with
the evaluated face and SharingVertex faces are those that only shares a vertex with
it. Since each face has its own FVector, which on expansion contains the infermation
regarding the geometrical and topological charactenstics of the evaluated face and
its surrounding faces. then it is possible to say that faces with similar characteristics

wilt have similar FVectors. on another words similar patlerns This is the fact used in
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this study to define different features, where each feature maps to a particular

pattern or FVector.
3 RESEARCH CONCEPTUAL FRAMEWORK

3.1 Pattern recognition
A pattern recagniser is a system to which a feature vector is given as input, as which
operates on the feature veclor to produce an output that s the unique identifier

(name, number. code-word, veclor, string, eic.) associated with the class to which

the object belongs. (=1

An automatic pattern recognition system is an operational system that minimally
contains an input subsystem that accepis sample pattern vectors, and a decision-
maker subsystem that decides the classes to which an input pattern vector belongs.
If it also c¢lassifies. then it has a learning made in which it learns a set of classes of
the population from a sample of pattern veciors; that is, it partitions the population
into the sub-populations that are the feature classes. Figure 2 depicts sub-
populations S171 to S4 of a population P of non-identical objects. along with the

processing that recognises a sample object.

3.2 Concept of Convexity and Concavity

Chuang and Henderson ! define concavity or convexity of a point on a B-rep
element by defining an infinitesimally small spherical neighbourhood with the point at
its centre. If the spherical neighbourhood 1s filled by more than half with solid
material. then the point neighbourhood is concave. If the sphere is half filled with
solid means that the neighbourhood is smooth, else it is convex. Following the

previous definition. a face can be classified as convex aor concave. Classification of
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an edge can be done on the basis of the angle between the faces sharing the edge.
can be classified as smaooth, convex or concave. A vertex, based on the types of
edges sharing the vertex. can be classified as concave or convex. A convex vertex

means more convex edges than concave edges sharing it. An illustration of these

classifications 1s shown in Figure 3.

3.3 Concept of FVector

An abject n a boundary representation {B-rep) data structure cansists of a set of
faces and each face has neighbouring faces. In the B-rep scheme far solid models,
the definition of the solid comes from combiming the geometrical information about
the faces, edges and vertices uf an object with the topolagical data un how these are
connected. In order to understand the relationship between each face and the other
faces of the madel, it is passible convert a 3-D object into a 2-D face set 'l An
example of this is presented in Figure 4, where face 1 (F1) of a three-dimensional

obiect is represented in a two-dimensional face set.

In resume, if a value is assigned {0 edges and vertices based on their geametric and
topological information, then these values can be transformed into a score
representing the face characteristics. This score includes, impticitly, the face

information and the infarmation of the edges and vertices un the face.

The evaluation formula can be written as:

Fo = (Fq Eq Vg A)

Where F is the face score. Fy is the face geometry information. E, is the edge
geometry information, V, 15 vertex geometry informatien. and A is the adjacency

retationship among faces, edges and vertices.
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Hwang and Herderson “! introduce the concept of face score vectors in order to

represent features in a suitable way for neural network input, but a modified face
score value assignation is used in this research. The reason supporting this
'rnodification 15 based on the presence of fillets that give origin to vertices with four
{4) edges and four (4} adjacent faces instead of three (3) edges and three (3) faces
as considered hy the former authors. The value assignment to each characteristic of

the object in terms of faces. edges, and vertices is as shown in Table 1.

Using these values the vertex scaore is calculated by:

Where V is the vertex score, £/ are the scores of the edges that intersect to form the

vertex and m is the total number of edges sharing the vertex.

The face score is given by:

Where V. is the vertex score, n is the number of vertices on the face, F; is the face

geometry score.

3.4 Feature definition
According to the previcus section. a face score depends on the face and s
boundary information. Therefore. since each face in the object has certain face

score. a non-zero difference between a face score and its neighbauring face score
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indicates a topo]ogical or geometncal change between these faces. which form a
region and the region may be defined as a feature ! It is up to the system

developers to select the face that better represent each of the features they want to

define.

In general a pattern vector of attributes is converted to a feature vector of lower
dimension that contains all of the essential mformation of the pattern. in this reseaich

the canversian process and construction of the FVectors follow the following rules:

« The fifth element of the FVector is the face score of the face under consideration

named main face, and corresponding to face F1 in the sample been used.

« The immediately adjacent sharing-edge faces, faces F2, F3, F4 and F5 in Figure
5, with highest scores are in position 4™ and 6" and the next highest in position
3 and 7" respectively. If there is less than four sharing-edges faces then those
empty positions are set to zero. If there is mare than four sharing-edges faces

then only the four highest scares are considered,

» Next. the highest score ¢f the sharing-vertex faces. faces F6, F7, F8 and FSin
Figure 5. are arranged in positions 2™ 8" 1% and 9™ accordingly tc the same

rules applied to sharing-edge faces.

Because faces far away from the main face play a minor rale in deterrhining the
feature, a nine-element vector is considered to cantain enough information for this
purpose. The eight features being cansidered in this paper and their corresponding

FVectors are shown in Figure 6.



11
4 FEATURES AND DESIGN-TO-MANUFACTURE RULES

Design-to-manufacture rules can be seen as critical relationships between design
requirements and process capahilities. Process capability data is usually compiled
and organised in such a way that constitutes the basis for the design rules. These
rules provide with the boundary conditions that determine if a proposed design is

feasible from its cost, quality and/or lead-time characteristics.

People in the plastic fndustr‘y have compiled design rules from process capability
data over the last few decades. But, since most of the explicit work in this area is
considered as industrial secret, then it was necessary 1o pedform a thorough analysis
of mould and die design literature to obtain some detailed infarmation concerning
reinforced plastics {RP} product design and manufacture. It is up to the
manufaciuring and the knowledge engineers to synthesise the rules from process
capability data and industrial experience in such a way that can be used in

develoning a knowledge-based system (KBS) for manufacturability éna'.ysis.

The evaluahon approach proposed in this research considers in first place internal
characteristics of the feature n terms of dimensions, thickness. fillet radii and draft
angle. tn second place, external characteristics consider position of the feature in
relation {0 another features in the part and in relation to the boundary edges of the

part. Attention is focused in the manufacturabiity aspects according to the

capabilities and limitations of the available reinforced plastics manufacturing

processes (RPMPY},

The series of features to be evaluated during the manufacturability analysis are

pocket. protrusion. circular-pocket. boss, through-hole, slot. step and blind-step. All



12

of them fully supported by the automatic feature recognition module developed as

par of this research ',

4.1 Sample Feature (Pocket Feature)
Due to limitations of space in this paper the pocket feature will be used as a sample
feature to describe the considerations made to perform the feature-based

manufacturability analysis of a particular model. Similar analysis i1s made for each

feature under consideration.

Any hollow in the surface of the part can be considered as a pocket feature. The
shape of this cavity can be rectangular, elliptical, or irregular. Circular shape s
considered as a particular feature called C-Pocket. The internal characteristics o be
considered for evaluation of a pocket are its depth, radii of the bottom and top fillets.

radii of between-walls fillets, and draft angle as shown in Figure 7.

The minimum depth of a pocket is driven by the manufacturing process to be used
according to recommended top and bottom fillet radii given on Table 2 "' 1t is
recommended to use a constant and homogeneous radio through the feature to
avoid blending two or more adjacent faces using a spline surface. Spline surfaces
are not easy to build and even though numerical controlled machines can foliow this
kind of surface it will. unnecessarily. increase the cost of the final mould: Otherwise.
when the same fillet radii is used, per example, in all three cone surfaces converging
into the bottom corner of a pocket feature, a concave sphere surface is created.

which is more easy and economical to construct.

The top corners of the pocket present a different situation, where it is necessary to

blend {wo convex and one concave cone-surface. In this particular case does not
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matter what con-wbination of radii are used always the blended syrface in the corner
will be a four-side spline surface. From the manufacturing point of view this situation
is not a problem as long as the top edge fillet be kept canstant alt around the pocket
feature. These rules and recammendations regarding between-walis, top and bottom

fillets apply to all features with simitar geometric canfigurations, as step and biind-

sten.

The appropriated draft angle depends on the material selected and minimum
recommended values are given in Tabte 3. Fram the manufacturing point of view. it
is necessary to check that the draft angles are appropriated in each vertical wall of
the model, therefore the intended directian for pulling out the part is required, so
each vertical wall can be evaluated on its own. The normal vector to the surfaces is
used as reference to evaluate the angle between the vertical walls and the pulling-

out direction of the mould, assumed to be the Z-axis in all cases.

Regarding the exiernal characteristics of the pocket feature the most important to be
considered are allowance to tool reach, closeness to adjacent features and
closeness o the boundary edges of the part. It is necessary at this point to make
reference to the fact that different RPMP might have different requirements for

external characteristics of {features.

If the process to use is hand lay-up or spraying. then the reverse side shows the
surface where the material will be laid-up. The tool-gap recommended for those two
processes requires a minimum distance between two opposite vertical walls such
that the laying-up and rolling tasks can be performed without interference. According

ta typical toal sizes availahle in the market and ta the minimum radii at the bottom
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fillets of the gap.- the minimum distance recammended 15 13 mm at the bottom of the

gap between the pocket feature and any other adjacent feature or external boundary

of the parnt

For pressure bag process the tool gap required is even larger. since the elastic bag
is limited in its fiexibility and it will not be able to reach the bottom of gaps smaller
than 25 mm and depth grater than 35 mm. It would be possible to use deeper
pockets as long as enough gap is provided between the vertical walls of the pocket

and the adjacent features or external walls of the part.

For matched-die processes the tool-gap is limited mainly by the kind of
reinforcement used and properties of the resin. There are some resins that flow

easlly but some others require vacuum and/or pressure assistance to be able of

reach fine details in the mould.

Regarding the draft angle, the depth of the vertical walls affects it, and this angle can

be defined according tc Table 4 for some of the available RPMP .

Same procedure is followed for each one of the features considered in this research,
such that information regarding feature internal and external characteristics was
collected and a set of design-te-manufacture rules was created for each feature.

These rules are used as the basis for the manufacturability analysis system.
5 THE MANUFACTURABILITY ANALYSIS SYSTEM FRAMEWORK

Figure 8 presents the framework of the Feature-Based Manufacturability Analysis of
Plastics Parts (FEBAMAPP) system The systermn evaluates the model starting with

the pre-processing of the text file of the part (ACIS file), goes through automatic
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feature recogmtibn, evaluation of internal and external characteristics of all features
identified and end up with a feed-back to the designer in terms of design
suggestions. Design suvggestions are focused on those features, which may
represent problems at manutacturing stage and they do not attempt to be general

design suggestions for the whole model.

The product concept development process is rather complex that requires a set of
assumptions to simpli@ the task. The assumptions included in this system are that
the market has been analysed, the need for a new product has been identified.
design requirements and product constraints have been defined, and the functions of
the mould reinforced part or components have been identified based on design
iequiements and product constraints. The FEBAMAPP system focuses on

evaluating propased models at the early stage of the product development process

using a rule-based expert system.

5.1 Knowledge-Based System Design

According to the human experts, the types of knowledge related to reinforced
plastics manufacturing processes are usually represented in forms of equations,
tables. rules of thumb and design constraints related {0 materials and/or processes.
The frame-based representation meihod is used in FEBAMAPP to present the
knowledge of a particular feature {object); while the Tule-based knowledge

representation is used to represent the decision logic and features mapping.

The declarative knowledge or facts used in FEBAMAPP can be broadly classified as

follows.

+  Feaiure knowledge (design constraints).
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+ Plastic méleriat knowledge (matrix).
« Reinforcing material knowledge (fibre).

+ Egquipment and tooting knowledge (processes).

*

Mauld components design knowledge.

The rules can be broadly categorised as follows.

*

Rules for material selection.

*

Rules for process selection

-

Rules for evaluatiaon of mternal characteristics of features.

Rules for evaluation of external characteristics of features.

LPA-FLEX, an Expert System (ES) shell implemented in Prolog is used to develop
FEBAMAPP rather than to construct a new ES environment from scratch. The
inference engine of the system draws upon both the stored knowledge and replies
from the user of the system in order t¢ reason its way through tc an answer.
Typicady. design applications use the forward chaining instead of hackward chairing
based upon Hs simplicity and better efficiency in execution. The inference process
beuins with the information currently pravided by the pre-processing of the SAT file
of the solid model of the part and draws conclusions, according to the conditional
rules that it knows already. During this process, it may requesi further deiails from

the user su proper selection of materials and manufacturing process can be used
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during the inference process. Eventually, it will arrive at logical cansequences. which

it then gives as its decision and a report in terms of design suggestions is generated.

5.2 THE PROTOTYPE SYSTEM

A prototype system was developed according to the framework presented abave and

it consists af several modules as fallows.

Pre-processing of Sat file (PRESAT).

« Automatic feature recognition {AFR}.

e Post-processing of the Sat file (POSTSAT).
« Material selection (MS).

» Process selection {PS).

« Manufacturability analysis (MA).

+ Repont generation (RG).

The system is designed to run the modules in sequential order. Madular reports of

partial results from each module are available to the desigrer if required.

6 VALIDATION OF THE SYSTEM

Validation of the system was made using virtual sample parts and promising results
have been found Figure 9 shows one of those sample parts where it is passible to
observe the presence of saveral features, which are previously identified by the

feature recognition module in the manufacturabibty analysis process. Table 5 shows
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neural networks results of the recognition process for each feature present in the

sample part.

This particutar sample part has 166 faces and presents 12 features identified in
figure 9 as: (1) Boss, {2) Blind-Step. (3) Through-Hole (A, B, C), (4) Slot. (5)
Protruston (A, Bl, (6) Step, (7} Circular-Pocket and (8) Pocket (A, B) Evaluation of
the internal characteristics of Boss and Blind-Step features is resumed in Table 6
and the corresponding evaluation of external charactenstics in Table 7. Finally.
output of the manufacturability analysis module is presented in terms of design

recommendations in Table 8, which are focused on each feature.

Evaluation was carmied oul considering two different manufacturing processes, Hand
Lay-Up and Pressure-Bag, so it is possible to observe that the design characteristics

required are different upon the manufacturing process selected for the production of

the part.

7  CONCLUSIONS

From the results of this work, it can be concluded that neural networks can be used

o
as part of an automatic feature recognition system of manufacturing features of

reinforced plastic compconents

It is necessary to train one neurat net for each feature 1o be recognised, which make
the system easy to expand for the recognition ¢f a major number of features or more
complex ones If required. This would increase the time required to evaluate a
particular part. singe each face of the part has to be presented to each net for a

particular feature recognition. but # will simplify the architecture and training of the
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system. High performance of the system was evident during the feature recognition

stage for the sample parts used in this work, where all trained features were

recognised.

In order to integrate avallable RPMP's knowledge into a manufacturability analysis
system, 1t is necessary to define the boundaries and the scope of such system.
Manufacturing crocesses, technigues, toals and materials usually set these
boundaries. Furthermore, empirical rules and heuristic knowledge developed by
designers and manufacturars working in the reinforced plastic industry help to set the

proper frame for such manufacturability analysis.

The scope of the proposed system is to provide designers with early support in terms
of manufacturing capabilities and limitations of available manufacturing processes
such that design of reinforced plastic components can be improved from the initial
design stages. The analysis approach used in this research focuéea on features in
the model and attempts to guide the designer in such a manner that intarnal and
external characteristics of those features can be improved reducing global

manufacturing difficulties during later stages in the product development proceés,

A feature-based manufacturability analysis of reinforced plastic components is

presented which consists of;
« ldentification of the features present in the model

o Evaluation of internal and external characteristic of the features present in

the medel. and
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« A design recommendation output of the system. Design recommendations
are intended to specifically improve each feature instead of attempting to

be global design recommendations for the whole component.

The implementation of this system hopefully will reduce the lead-time and enhance

the final design reliability of reinforced plastic campanents.
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Table 1. Assigaation of values to

obtain Face values.

| Kdge Scores (£)

f_( onves edge |

Coneave edew ?

Face Geometry Seores (F,)

Ml sorlice | 1.0

Conves surface 20

Coneave surface 200
H i

Spline surfaee

32



Table 2. Recommended minimum radii according to RPMY to be nsed.

| PROCESS RADII {mm) _ .
! Hand laying-up ' 5.40 \
. Spraying | 5.40
Pressure bag : 250 _
~ Fitament winding 320
Dough Moulding Compound i 075 |
{DMC} ] )
Maiched die. pre-form mat l 320 !|
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Table 3. Minimum dralt angles recontmended for particalar materials

Thermosetnng materiais | Draft angles
L Alyd T
Epoxy glass ! 05-10
Phenolc : 05-10 o
Siticon glass : _05-15
_ Polyester i 05-20 B 1:
~ Thermoplastic materials I. '
" ; o '
L ABS - 10-20 '
L Nylons t 05-15 I
L Acelal | 05-10
5_ Polyethylene i 025-20 %
Polypropylene 025-15
! Polystyrene Q25-15
tp PVC : 05-10
L Polyurethane ' G25-15
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Tabde 4. Reconmmended dradt angle for verteal walls accarding w several RPAMU,

[ Angle in degrees|
- B WALL DEPTH_[mm] o
PROCESS © 0.25  20-50 ; 40-200 | 150-500 | 500 -
] o ! ) ! I more
“Hand laying-up_: 1 T 5 | 7
Spraying i 3 i 3 5 | | 10 L
_Pressure bag 5 ! 6 . 8 : 10 | 12 ~
~ (DMC) j 1 , 1 3 1 | 2
Matched die. 1 t 2 | 2z, 3 | s
pre-form mat | | i




Table 5. Neural Newwork (NN Output for feature recogniiion.

FEATURE

Target Neural
Network Qutput

|

Actual Neural
Network Qutput

Protrusion A ; [1.00} [099034] ___:
o Protrusion B | [1.00] N i0 99563
_ Boss i (1.00] _{099015} :
Biin-d-Slep j 11.00] [0 97734) :
Gircuiar Packet W {100] [0 09875) |
Packet A : (1.00] (393190 B
Pocket B [100] =] 0 97710)
| Through Hole A [100] E (0 99203
Through Hale B (100] ' i0 99253)
i-k Through Hole C (100] : 10.99253] L
% Step . [1.00] I, [0.99661)
i Slot ; 11.00] [0 99675)
! Circular-Packet I} [1.00}

10.89980]
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Table 6. Eyvuluation ol internal characteristics of leatures in sample part.

37

g TARGET sTatus
| FEATURE I INTERNAL ACTUAL i"Hand lay-up T Pressure. Hand lay-up | Pressure.
: CHARACTERISTIC | vaLugs | Bag Bag
. i | i
BOSS ! Top-fillet i 4 64 125 Small Small
' Battom-fillet .4 54 125 Small | Small
‘ Diameler ] 30 . " L.
; High ; 15 25 ' - )
b o i Q85 25 G35 Small QK
.{ Draf: - angle } 5 L2 5 OK Small
| BLIND-STEP Beuveen-wall filet | 4 64 fazs Small Smal
' I Top-filiet ‘ a 6.9 125 Small Smal
. | Boltom-fillel 4 64 ‘25 Srmall Small
: [ Draf angle ‘ 5 2 5 o OK
! . . 1
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Tubte 7. Evaluation of externil charnciensiies of features i simple part.

. EXTERNAL T acroaL TARGET ~ T SIATUST T
. N S
FEATURE . CHARACTERISTIC , VALUES ;‘I-Tai-nd lay-up Pressure. | Hand lay-up | Pressure-
: Bag . Bag
L ——,—— e ——— [
Dislance 1o adjacent 350 250 200 COK | O
80SS s '
iealure .
. NA 2540 , 200 i |
. [Distance to a border ' |
" Dislance to adjacent 200 ‘300 C 200 K OK

BLIND-STER
feature

2 O
x
o]
=

Disiance (o a border ’ ’ ) '







